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Abstract

The usefulness of a video database depends on
whether the video of interest can be easily located.
In this paper, we propose a video retrieval algorithm
based on the integration of several visual cues. In
contrast to key-frame based representation of shot,
our approach analyzes all frames within a shot to
construct a compact representation of video shot. In
the video matching step, by integrating the color and
motion features, a similarity measure is defined to
locate the occurrence of similar video clips in the
database. Therefore, our approach is able to fully
exploit the spatio-temporal information contained in
video. Experimental results indicate that the pro-
posed approach is effective and outperforms some ex-
isting technique.

Keywords: Video retrieval, video database, video
matching, similarity measure.

1 Introduction

The advances in low cost mass storage devices, higher
transmission rates and improved compression tech-
niques, have led to the widespread use and availability
of digital video. Video data offers users of multime-
dia systems a wealth of information and also serves
as a data source in many applications including digi-
tal libraries, publishing, entertainment, broadcasting
and education. The usefulness of these applications
depends largely on whether the video of interest can
be retrieved accurately within a reasonable amount
of time. Video query by keywords is inefficient, be-
cause it is not easy to describe video content in words.
Alternatively, query-by-example is a more feasible ap-
proach that searches video database according to the
visual content of query example.

The query example may be an image, a shot or a
clip. A shot is a sequence of frames that was contin-
uously captured by the same camera, while a clip is a
series of shots describing a particular event. For ex-
ample, a dialogue clip between two people may have
a shot of speaker A, followed by a shot of the other
speaker B, followed by a wide-angle shot of two par-
ties involved. Video retrieval based on a single shot
may not be practical since a shot itself is only a part
of an event and does not convey full story. On the
other hand, clip-based retrieval is more concise and
convenient for most casual users. Thus, our problem
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can be formulated as: given a sample clip, find all
occurrences of similar (or relevant) video clips in the
database.

Current techniques for content-based video re-
trieval can be broadly classified into two categories:
frame sequence matching(Mohan 1998, Tan et al.
1999, Naphade et al. 2000, Hoad & Zobel 2003, Ren
& Singh 2004, Kim & Vasudev 2005, Toguro et al.
2005) and key-frame based shot matching(Liu et al.
1999, Jain et al. 1999, Lienhart et al. 2000, Kim &
Park 2002, Diakopouos & Volmer 2003, Peng et al.
2003, Peng & Ngo 2004, Sze et al. 2005, Ho et al.
2006, Luo et al. 2007). The first one is derived from
the sequential correlation matching widely used in the
signal processing domain. These methods usually fo-
cus on frame-by-frame comparison between two clips
in order to find sequences of frames that are con-
sistently similar. The common drawback of these
techniques is the heavy computational cost of the
exhaustive search. Although there exist some tech-
niques(Kashino et al. 2003, Yuan et al. 2004) to
improve the linear scanning speed, their time com-
plexity still remains at least linear to the size of
database. Additionally, these approaches are suscep-
tible to alignment problem when comparing clips of
different encoding rates. In the second category, each
video shot is represented by a key-frame compactly.
To reduce computational cost, video sequence match-
ing is achieved by comparing the visual features of
key-frames. The problem with these approaches lies
in that they all leave out the temporal variations and
correlation between key-frames within an individual
shot. Also, it is not clear as to which image should
be used as the key-frame for a shot. To strike a
good balance between searching accuracy and compu-
tational cost, in this paper, we propose an integrated
approach for shot matching. In contrast to previous
approaches, our approach analyzes all frames within
a shot to extract more visual features for shot repre-
sentation. Because there does not exist a single vi-
sual feature for the best representation of video con-
tent, we integrate several visual features to capture
the spatio-temporal information more accurately.

The main issues regarding content-based video re-
trieval are: (1) how to select visual features to rep-
resent the content of a video clip and (2) how to
define a distance metric to measure the visual sim-
ilarity between two video clips. The next section of
this paper describes the visual features used in our
work. Then, the proposed shot similarity measure
and video matching algorithm are described in Sec-
tion 3. In Section 4, relevance feedback technique is
introduced to improve the video retrieval result. The
performance evaluation of our approach is reported in
Section 5. Finally, some concluding remark is given
in Section 6.



2 Visual Feature

Shot is the fundamental unit of a video. To facil-
itate subsequent video analysis, in our system, the
query video clip and database video are segmented
into shots. This task is achieved by applying shot
boundary detection algorithm (Chen et al. 2003) to
the original video sequence. A major requirement for
shot matching is to define a content representation
that captures the common aspects or characteristics
of the shot. One common method is to select one key-
frame from the shot and use the image features of the
key-frame as an abstract representation of the shot.
For shot with fast changing content, one key-frame
per shot is not adequate. Besides, the content descrip-
tion it provides varies significantly with the key-frame
selection criterion. To avoid these problems, a more
feasible approach is to consider the visual content of
all the frames within a shot for shot representation.

Color is one of the most widely used visual features
in video content analysis, because it is an important
source of information in visual content for discrim-
ination. However, the amount of color information
in video is vast. The raw data of video has to be
transformed into compact feature representation that
conveys only the most salient color aspects of the vi-
sual content. Color histogram is the most commonly
used color feature representation. The histogram-
based approach is relatively simple to calculate and
can provide reasonable results. However, due to the
statistical nature, color histogram does not capture
spatial layout information of each color. When the
image collection is large, two different content im-
ages are likely to have quite similar histograms. To
remedy this deficiency, the distribution state of each
single color in the spatial (image) domain needs to be
taken into account.

The color histogram for an image is constructed
by counting the number of pixels of each color. The
main issues regarding the construction of color his-
togram involve the choice of color space and quanti-
zation of color space. The RGB color space is the
most common color format for digital images, but it
is not perceptually uniform. Uniform quantization
of RGB space gives perceptually redundant bins and
perceptual holes in color space. Therefore, the non-
uniform quantization may be needed. Alternatively,
HSV (hue, saturation,intensity) color space is cho-
sen since it is nearly perceptually uniform. Thus, the
similarity between two colors is determined by their
proximity in the HSV color space. When a percep-
tually uniform color space is chosen, uniform quanti-
zation may be appropriate. Since the human visual
system is more sensitive to hue than to saturation and
intensity(Wan & Kuo 1998), H should be quantized
finer than S and V . In our implementation, hue is
quantized into 20 bins. Saturation and intensity are
each quantized into 10 bins. This quantization pro-
vides 20× 10× 10 distinct colors (bins), and each bin
with non-zero count corresponds to a color object.

Since we are interested in the whole shot rather
than single image frame, only one histogram is used
to count the color distribution of all image frames
within a shot. The use of one histogram as color de-
scriptor for a group of frames has been accepted as
the MPEG-7 standard(Sikora 2001). Then, each bin
of the resulting histogram is divided by the number
of frames in a shot to obtain the average color his-
togram. Next, several spatial features are calculated
to characterize the distribution state of each color ob-
ject in each image frame. Assuming a set of pixels
S = {(x1, y1), · · · , (xn, yn)} belong to color object ci,
k is the image size and m is the total number of 4-
connected pixels in S. Then, we define

(i) density of distribution

fi1 =
n

k

(ii) compactness of distribution

fi2 =
m

n

(iii) scatter

fi3 =
1

n
√

k

n∑

j=1

√
(xj − xµ)2 + (yj − yµ)2

where xµ = 1
n

∑n
i=1 xi and yµ = 1

n

∑n
i=1 yi

To define the fourth feature, the image is equally
partitioned into p blocks of size 16 × 16. A block is
active, if it contains some subset of S. Let the number
of active blocks in the image frame be q, we define
(iv) ratio of active block

fi4 =
q

p

After the spatial features of all image frames
within a shot are computed, we take average of these
values respectively. Let fi1, fi2, fi3 and fi4 be the av-
erage feature values of color object ci within a shot,
for two color objects ci and cj , the difference of spatial
distribution within a shot is defined as

Ds(ci, cj) = 1
4 (|fi1 − fj1|+ |fi2 − fj2| +
|fi3 − fj3|+ |fi4 − fj4|) (1)

Motion is another visual feature which is essential
to capture temporal variation of video. It also re-
veals the correlations between frame sequences within
a video shot. To complement the color histogram and
convey the motion information contained in video,
a 2-D motion histogram of motion vectors is con-
structed. In our implementation, the displacement
in vertical and horizontal directions are all quantized
into 121 bins (60 bins for positive, 60 bins for neg-
ative, and 1 bin for zero), and there are a total of
121×121 distinct bins for the 2-D motion histogram.

To obtain the motion vectors between successive
frames, previous approaches are based on the fea-
ture matching(Wang & Mersereau 1999) or optical
flow computation(Tzovaras & Strintzis 1998). These
techniques are computationally intensive. Alterna-
tively, we directly use the motion vectors encoded
in the MPEG-1 video stream(Gall 1991). In MPEG
video, each frame is partitioned into blocks of size
16 × 16 pixels called macro blocks (MBs). MPEG
defines motion vector as the displacement from the
Target (current frame) MB to the Prediction (refer-
ence frame) MB. In MPEG format, there are three
types of frames: I, P and B frames. I frames are
skipped because they are intra-coded and no motion
information is available. P frames have forward mo-
tion prediction and B frames have both forward and
backward motion prediction. In our system, only the
forward motion vectors encoded in P frames are ex-
tracted and accumulated into the motion histogram.
The final histogram is then normalized (i.e. divided
by the number of frames in a shot) to obtain the aver-
age motion histogram to represent the motion feature
of a shot. Since the resulting motion histogram is con-
structed from the average statistics of the entire shot,
it is not sensitive to the error of motion estimation
due to noise for a particular frame, and the separa-
tion of camera motion from object motion is avoided.
For this reason, the application of this method is not
limited to any specific type of scenes.



3 Video Matching

Our approach performs video matching at two lev-
els. At the shot level, the objective is to evaluate
the visual similarity between two shots with different
durations (lengths). At the sequence level, the video
matching is achieved by sliding the query video clip
(a matching window) along the database video at one
shot increment and computing the similarity metric
for every window position.

Histogram intersection is a popular similarity mea-
sure for color-based image matching(Swain & Ballard
1991). It yields the number of pixels that have same
color in two images. In our work, we extend this idea
to shot matching. Let A,B be the set of all color ob-
jects in shot S1 and S2 respectively, for a given u ∈ A,
its similar color object in B is some v ∈ B such that
||u − v|| < ε, where ||u − v|| denotes the Euclidean
distance between u and v in the HSV color space
and ε is a threshold (ε is set to be 3.). Then, (u, v)
is called a similar color pair. Let Ω = {(u, v)|(u, v) ∈
A×B, (u, v) is a similar color pair}, the shot similar-
ity measure for color between S1 (with the average
color histogram HC1) and S2 (with the average color
histogram HC2) is defined as

ShotSim C(S1, S2) =
1
k

∑

(u,v)∈Ω

{W (Ds(u, v)) ×

min(HC1(u), HC2(v))} (2)

where k is the image size, Ds is the difference of spa-
tial features as defined in equation (1) and W is a
weight function defined as

W (x) =
1

1 + e(ax+b)

The weight function W is the general form of sigmoid
function which is frequently used in neural networks
computation(Haykin 1999), where a and b are param-
eters. In our work, it is used to fuse spatial distribu-
tion information with histogram. The construction of
this weight function is motivated by the psychophys-
ical observation: the effect of spatial distribution on
human perception is progressive(Boycott 2001). Only
when the difference in spatial features is greater than
a threshold, human perceive significant visual vari-
ation. The property of sigmoid function fulfills this
requirement. As shown is Figure 1, the function value
becomes small significantly for x > 0.75.

It is noted that a given color object in shot S1 may
have more than one similar color objects in shot S2
as illustrated in Figure 2. To avoid the overlapping
contribution in calculating shot similarity, after each
step of min(HC1(u), HC2(v)), HC1(u) and HC2(v) are
all subtracted by min(HC1(u), HC2(v)).

Assuming the vertical and horizontal displace-
ments of motion vectors have values range from −M
to M , let R = {(x, y)| − M ≤ x ≤ M,−M ≤ y ≤
M, (x, y)is a pair of motion vector}. The shot simi-
larity measure for motion between shot S1 (with the
average motion histogram HM1) and shot S2 (with
the average motion histogram HM2) is defined as

ShotSim M(S1, S2) =
1
k

∑

(x,y)∈R

min(HM1(x, y), HM2(x, y)) (3)

The overall shot similarity measure between shot
S1 and S2 is then defined as the weighted sum of

equation (2) and (3), i.e.,

ShotSim(S1, S2) = Wc × ShotSim C(S1, S2)+
Wm × ShotSim M(S1, S2) (4)

where Wc and Wm are the weights for the color and
motion features, respectively. The setting of Wc and
Wm is discussed in the next section.

Given the query video clip Q = {q1, · · · , qm} and
the database video V = {v1, · · · , vn}, where qi and
vj denote the segmented shots, the similarity mea-
sure between the query clip and the database video
segment starting at the i-th shot is defined as

Di =
m∑

j=1

ShotSim(qj, vi+j−1) (5)

If Di is a local maxima and is also greater than a
threshold T then a similar clip is detected at the i-th
shot of database video. In our system, the threshold T
is set to be 0.5. The smaller T value the more similar
video clips are detected. Since our system is able to
rank the similar video clips, the choice of threshold
is irrelevant to the determination of the most similar
video clip.

4 Relevance Feedback

The various techniques developed for content-based
video retrieval are all efforts to try to map low level
features to high level concepts. However, it is not easy
to fill in the gap between these two levels in every
case. In addition, different persons, or even the same
person under different circumstances, may perceive
the same visual content differently. Therefore, any
method with a fixed set of visual feature representa-
tions and their corresponding weights cannot always
effectively model high level concepts and user’s sub-
jective perceptions. To address this limitation, one
possible solution is the relevance feedback (Rui et al.
1998). It is an interactive mechanism that involves a
human as part of the retrieval process.

In the relevance feedback approach, under the as-
sumption that high level concepts can be represented
by low level features, the technique tries to establish
the link between the two levels from a user’s feedback.
The user only needs to specify which video clips he
or she thinks are relevant to the query. The weights
embedded in the similarity measure are then dynam-
ically updated to adjust the importance of the visual
features used according to the user’s subjective per-
ceptions during each round of the retrieval process.
As relevance feedback was applied to content-based
image retrieval(Rui et al. 1998), we extend this tech-
nique to video retrieval. Our objective is to update
the weights Wc and Wm in equation (4) to reflect the
user’s different emphasis on the feature representation
in the overall similarity metric according to his or her
feedback. This is done with the following algorithm.

Let R be the set containing the most similar N
retrieved video clips according to the overall similarity
value Di, with Wc and Wm initially set to 0.5:

R = [R1, · · · , RN ]

Let Score = [Score1, · · · , ScoreN ] be the set contain-
ing the relevance scores feedback by the user for each
of the retrieved clips in R:

Scorei =





3, highly relevant
1, relevant
0, no-opinion
−1, non-relevant
−3, highly non-relevant



The choice of these numbers as the scores are arbi-
trary. The user may choose other numbers for their
convenience.

Then, let Rc and Rm be the sets containing the
most similar N clips to the query, according to only
the color similarity measure and only the motion sim-
ilarity measure, respectively.

Rc = [Rc
1, · · · , Rc

N ]

Rm = [Rm
1 , · · · , Rm

N ]
Now, to calculate the new values for Wc and Wm,
first set Wc = 0 and Wm = 0, then update these two
weights using the following procedure:

Wk =
{

Wk + Scorei if Rk
i ∈ R

Wk + 0 otherwise

i = 1, · · · , N
k = c, m

After this procedure, if Wk < 0, set it to be 0. The
raw weights obtained by the above procedure are then
normalized by the total weights to make the sum of
the normalized weights equal to 1. It is observed that
the more the overlap of relevant clips between R and
Rk, the larger the weights of Wk. In other words,
if a particular feature representation reflects a user’s
need, it receives more emphasis. Moreover, this al-
gorithm can be repeated to iteratively fine-tune the
retrieval results until the user is satisfied.

5 Experimental Results

To evaluate the performance of the proposed ap-
proach, we set up a database that consists of 3 hours
of videos approximately. The genres of videos include
home video, news, sports, movies and documentaries.
The testing with different genres of videos would en-
sure that the overall performance of the algorithm is
not biased toward a specific video category. Figure
3 shows an example of retrieving and ranking similar
video clips with query clip (shown in the first row).
In each row, sampled frames (one for each shot) are
used to represent the content of video clip. As shown
in Figure 3, the retrieved results are similar to the
query clip, and they are ranked in descending order
of similarity. Since the relevance feedback technique
involves interactions with the user, it should be noted
that the displayed clips are either results of a conver-
gence after several iterations, or deemed “optimal”
from a particular user’s perspective. To demonstrate
the effectiveness of the relevance feedback technique,
retrieval results before and after the relevance feed-
back process are shown in Figure 4 and Figure 5, re-
spectively. It is observed that improvement is made
in ranking similar video clips.

The performance of video retrieval is usually mea-
sured by the following two metrics:

Recall =
DC

DB
Precision =

DC

DT

where DC is the number of similar clips which are de-
tected correctly, DB is the number of similar clips in
the database and DT is the total number of detected
clips. The ground truth of database, i.e., the decision
whether a video clip is similar or not, is determined
by human subjects. For performance comparison, we
also implement the well known video retrieval algo-
rithm proposed by Jain et al.(Jain et al. 1999). Their
algorithm follows the key-frame based approach of
identifying shots, selecting key-frames from a video,
and then extracting image features (color, texture and

Table 1: Performance comparison for different
queries.

Our Approach Jain’s Approach
Query # Recall Precision Recall Precision

1 0.75 0.86 0.45 0.63
2 0.80 0.80 0.65 0.75
3 0.75 0.86 0.53 0.75
4 0.83 0.83 0.60 0.63
5 0.75 0.63 0.55 0.46

motion) around the key frames. For each key frame
in the query, a similar value is obtained with respect
to the key frames in the database video. Consecu-
tive key frames in the database video that are highly
similar to the query key frames are then used to gen-
erate the set of retrieved video clips. To compare both
approaches fairly, our system does not apply the rele-
vance feedback technique at this stage. Table 1 gives
the experimental results using five different query top-
ics:

1. Close-up interview shots.

2. Hot-air balloons.

3. Scene of a male character.

4. Free throw shots.

5. Classroom scene.

The performance of Jain’s algorithm may be limited
by the following factors:

• Only the image features of key-frame are used to
represent the whole shot content.

• The color description is based on traditional his-
togram which does not capture spatial layout in-
formation of each color.

• The video similarity is measured by the Eu-
clidean distance between feature histograms.
However, two different bins may represent per-
ceptually similar features but are not compared
in this measure. It has been shown that his-
togram intersection distance is more effective
than histogram Euclidean distance for image re-
trieval(Smith & Chang 1996).

6 Conclusion

We have presented a new video shot representation
and a video similarity measure to achieve video re-
trieval task. Unlike key-frame based representation
of shot, the proposed approach analyzes all frames
within a shot to extract more visual features for shot
representation. Our approach integrates color and
motion features to fully exploit the spatio-temporal
information contained in video. To improve the re-
trieval performance according to user’s visual judg-
ment, a technique called relevance feedback is also
incorporated. Thus, the proposed system is able to
resemble human similarity perception to some ex-
tent. Experimental results indicate that the proposed
approach is effective and feasible in retrieving and
ranking similar video clips. Finally, our future work
should incorporate other video features, such as audio
and text, for assessing video similarity.
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               Figure 3: Retrieval result for a ``hot-air balloon’’ query. 
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    Figure 4: Retrieval result for a ``free throw” query without relevance feedback. 
 
 

   

   

   

   

   

   Figure 5: Retrieval result for a ``free throw” query with relevance feedback. 
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