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Abstract

Twitter, as one of major social media platforms, pro-
vides huge volume of information. A research project
was performed recently in the Analytics Research
Weeks in the Australian Department of Immigration
and Citizenship (DIAC) to analyse Twitter data and
study the feasibility of using them to better under-
stand and improve DIAC business. It studied the
official DIAC Twitter accounts in two ways. First,
DIAC tweets are studied with text mining techniques
to identify topics and their variations over time. And
then, DIAC followers are analysed with social network
analysis to find out how tweets spread over Twitter
network. The methodology and techniques used in
this work are general and can be easily applied to
analysis of other Twitter accounts.

Keywords: Twitter, social media, text mining, topic
modelling, social network analysis

1 Introduction

Twitter1 is one of the most popular social media web-
sites and has been growing rapidly since its creation
in March 2006. As of March 2013, there were over
200 million active users, creating over 400 million
tweets every day (Twitter Blog 2013). An advantage
of Twitter is that it is real time and information can
reach a large number of users in a very short time.
As a result, there has been an increasing trend to
analyse Twitter data in past years. One very early
work on Twitter data analysis was published in 2007,
which studied the topological and geographical prop-
erties of Twitter’s social network and analysed user
intentions at a community level (Java et al. 2007).
It is followed by Kwak’s work that analysed Twit-
ter’s follower-following topology, user ranking and top
trending topics (Kwak et al. 2010). There were a
lot of other publications on this topic recently (Bak-
shy et al. 2011, Poblete et al. 2011, Szomszor et al.
2011, Zubiaga et al. 2011, Bae & Lee 2012, Lehmann
et al. 2012, Lu et al. 2012, Pennacchiotti et al. 2012,
Stringhini et al. 2012, Tao et al. 2012, Chang et al.
2013).

However, there is little work reported on social
media data analysis in government agencies. To anal-
yse social media data and study the feasibility of us-
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ing them to better understand and improve the busi-
ness of the Australian Department of Immigration
and Citizenship (DIAC)2, a research project was per-
formed recently in the Analytics Research Weeks in
DIAC, with Twitter as a start point. This work stud-
ies the official DIAC Twitter accounts in two ways.
At first, DIAC tweets are analysed with text mining
techniques to identify topics and their variations over
time. And then, DIAC followers are studied with so-
cial network analysis to find out how tweets spread
over Twitter network. All analysis in this work was
done with R3 (R Core Team 2013) and several R pack-
ages.

The rest of this paper is organised as below. Sec-
tion 2 introduces the Twitter data used in this work
and also shows how to get data from Twitter. Tweets
are then analysed with text mining and topic mod-
elling in section 3. In section 4, DIAC followers are in-
vestigated with social network analysis and it demon-
strates how tweets spread over Twitter network. Con-
clusions and discussions are provided in the last sec-
tion.

2 Twitter Data

2.1 DIAC Twitter Accounts

There are two official Twitter accounts owned
by DIAC, @SandiHLogan and @DIACAustralia.
@SandiHLogan is an account of the DIAC National
Communications Manager and used to be official ac-
count of DIAC. Its tweets were used in the analy-
sis of text mining in section 3. In December 2012,
a new dedicated account, @DIACAustralia, was cre-
ated, and its data were used in social network analysis
in section 4.

2.2 Getting Twitter Data

To pull data from Twitter, the TwitterR pack-
age4 (Gentry 2013) was used, which provides an inter-
face to the Twitter web API. In addition, the Twitter
API v1’s “GET statuses/:id/retweeted by/ids”5 was
also used, together with the RCurl package (Lang
2013), to find out how tweets were retweeted. Be-
cause Twitter API v1 stopped in June 2013 and was
replaced with v1.1, readers need to use “GET sta-
tuses/retweeters/ids” or “GET statuses/retweets/:id”
provided in Twitter API v1.16 to trace the path on
which a tweet was retweeted.

2http://www.immi.gov.au
3http://www.r-project.org
4http://cran.r-project.org/web/packages/twitteR
5https://dev.twitter.com/docs/api/1
6https://dev.twitter.com/docs/api/1.1
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Figure 1: Word Cloud

3 Text Mining of Tweets

Tweets of @SandiHLogan extracted on 18 December
2012 were used in this analysis. At that time, it had
over 6,000 Tweets and 5,493 followers, and followed
173 users. In this analysis, there were 1,409 tweets
from 31 March to 9 December 2012, which were col-
lected and analysed with text mining and topic mod-
elling techniques to find topics and events over time.
After that, topics and events were aligned with time
series of visa applicants to find relationship between
them.

The tweets were pulled from the Twitter website
with R and the twitteR package (Gentry 2013), and
then were processed and analysed with the tm pack-
age (Feinerer & Hornik 2013) and the topicmodels
package (Grün & Hornik 2011), by following an ex-
ample on text mining of Twitter data (Zhao 2013).
At first, the text were cleaned by removing punc-
tuations, numbers, hyperlinks and stop words, fol-
lowed by stemming and stem completion. In addition
to common English stop words, some other words,
such as “Australia”, “Aussie”, and “DIAC”, which
appeared in most tweets, were also removed. After
that, a term-document matrix was bulit and used for
modelling. The results of text mining are shown in
Figures 1, 2 and 3.

3.1 Frequent Terms and Term Network

Based on the term-document matrix, the frequency
of terms was derived and plotted as a word cloud
(see Figure 1), using the wordcloud package (Fellows
2013). In the word cloud, the more tweets a term
appeared in, the bigger the term is shown. The figure
shows that there were many tweets on refugee and
skilled migration, and also some tweets on Sri Lankan
and the Nauru Regional Process Centre (RPC).

Still based on the term-document matrix, a net-
work of terms were built according to their co-
occurrences in tweets, using the Rgraphviz pack-
age (Gentry et al. 2013). The result is shown in Figure
2. The vertices stand for terms, and the connections
for the co-occurrences of terms in same tweets. A
thick line indicates that the two corresponding terms
appeared together in many tweets. The figure indi-
cates that there are some tweets on transferees and
the Nauru RPC, some on asylum seekers, some on a

job fair in Houston, and some on a refugee week in
June.
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Figure 2: Term Network

3.2 Topic Modelling

After the above text mining of frequent terms and
their connections, topics in tweets were studied. Top-
ics were identified from tweets with the LDA (Latent
Dirichlet Allocation) model (Blei et al. 2003) provided
in the topicmodels package (Grün & Hornik 2011).
Then the number of tweets in each topic was counted
and plotted as a stream graph to show temporal vari-
ation of topics (see Figure 3).

Figure 3 can be taken as a stacked density plot of
count of tweets on every topic, where the volume of
tweets on a topic is shown with band width. Note
that in the stream graph, the topics in legend are in
the reverse order of those in the graph itself. That
is, the first band stands for topic staff, visa, media,
changes (the last one in legend), the second shows
skilled, job, fair, dont (the 2nd last in legend), and so
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Figure 4: Twitter Follower Map

on. The figure shows that there were many tweets on
refugee (see the 4th & 5th topics) in May and June
2012. In addition, the 2nd topic from the bottom
in the stream graph shows many discussions on the
Nauru RPC, transferee and Sri Lankan in November
2012.

A possible application is to align the stream graph
with time series, such as the number of visa applica-
tions, to find out any relationship between them, and
even further to predict the trend in the number of visa
applications based on changes in topics and produce
alerts for significant events and emerging topics.

4 Social Network Analysis of Twitter Follow-
ers and Retweeting

Following text mining of tweets in last section, this
section studies DIAC Twitter account in the approach
of social network analysis. This analysis focused on
who the followers of @DIACAustralia were and how
its tweets were retweeted by them and spread over the
Twitter network. More specifically, its followers were
investigated and shown on a word map, top retweeted
messages were identified, and the spread of the above
tweets and their potential impact was studied.

The Twitter data of @DIACAustralia and its fol-
lowers were used in this social network analysis. This
account started from December 2012, and data of it
on 24 May 2013 were extracted. On that day, it had
118 Tweets and 1,493 followers and followed 91 users.
The techniques involved are geomap, social network
analysis and text mining, and the tools used are R,
packages twitteR (Gentry 2013) and igraph (Csardi
& Nepusz 2006), and the Twitter API. More details
about how to extract Twitter data are provided in
section 2.2.

4.1 Followers

Locations of followers were first checked. With the
location information of Twitter accounts, a map of
Twitter followers (see Figure 4) was produced using a
twitterMap function7 authored by Jeff Leek. The lines
in the figures show the connections between DIAC (in
Canberra) and its followers. Note that it shows only
followers who have provided locations in their Twitter
account descriptions.

Next, followers were categorised based on descrip-
tions provided in their Twitter account, which give a
short piece of information about owner of the account.
Alternative ways to categorise followers are categoris-
ing based on their tweets, followers or friends (i.e.,
users that they follow). With text mining again, a
term-document matrix was built for user descriptions
of followers and then plotted as a term network (see

7http://biostat.jhsph.edu/~jleek/code/twitterMap.R
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Figure 5: Term Network of Follower Descriptions

Figure 5). The figure shows some categories of follow-
ers. The subgraph on the bottom-left corner indicates
some followers are official Twitter account of govern-
ment departments or organisations. The top-left part
shows that there are some followers who focus on in-
ternational students and education. Another group
of followers, shown in the right part of the figure, are
registered migration agents, who provide visa and le-
gal services.

After that, active and influential users among
DIAC followers were inspected. Information of all fol-
lowers of @DIACAustralia were collected, including
when the accounts were created, how many tweets
they had, how many users (i.e., followers) followed
them, and how many users (i.e., friends) they were
following. For every follower, the ratio of number of
followers to number of friends was calculated, because
an influential user tends to have a lot of followers but
does not follow too many users. The average num-
ber of tweets of every follower per day is also cal-
culated, which shows how active a user is. Based
on the above numbers, a scatter plot of top followers
were produced as Figure 6. Note that personal names
are anonymised for privacy reasons. The figure shows
that, the most influential and active followers largely
fall into two categories.

• Media and correspondents: 7News Yahoo!7, The
Morning Show (on Channel 7) and lia281 (an
ABC Papua New Guinea Correspondent); and

• Government agencies and officials: lat250 (quar-
relling quandaries of question time, Parliament
House Canberra), ACPET (national industry as-
sociation for education and training), AEC (Aus-
tralia Electoral Commission), DFAT (Depart-
ment of Foreign Affairs and Trade, Australia),
Australian Customs, Sandi Logan (DIAC Na-
tional Communications Manager), Aus745 (Aus-
tralian Ambassador to US), etc.
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Figure 3: Stream Graph of Topics
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Figure 6: Top Influential and Active Followers

4.2 Tweets Most Retweeted and Their
Spread Over Twitter Network

After studying who and where the followers were,
this analysis presents what the most influential tweets
were about and how they were retweeted via the Twit-
ter network.

Figure 7 shows tweets that have been retweeted
more than 10 times. The horizontal axis stands for
time and the vertical for the number of times that a
tweet was retweeted. The most retweeted one was a
tweet on 9 January 2013 about Australia’s low unem-
ployment rate of migrants, and it was retweeted over
40 times.

The second most retweeted message was tweeted
on 11 January 2013: “Are you an international stu-
dent in Australia? New post-study work arrange-
ments are being introduced http://t.co/g8c4yPlT”.
The URL in the tweet links to a post on the DIAC
Migration Blog8. This tweet was investigated further
to find out how it spread on Twitter network and how
many users it reached. The retweeting data were ex-
tracted with the Twitter API mentioned in section
2.2, and the analysis were preformed with the igraph
package (Csardi & Nepusz 2006).

Figures 8 and 9 show how the message were

8http://migrationblog.immi.gov.au

retweeted by DIAC followers and spread over Twit-
ter network. Similar to Figure 6, personal names
are anonymised and moreover, personal photos are
replaced with an egg icon. Figure 8 shows a network
of Twitter users who have retweeted the above mes-
sage. Based on Figure 8, Figure 9 shows followers of
those users and illustrates how many users the mes-
sage might have reached. The message was retweeted
by DFAT, who had 14,662 followers at that time, and
then retweeted again by its followers, such as deb338
(an Editor of ABC News Melbourne, 396 followers),
Austraining Int. (352 followers) and mym278 (a Pol-
icy Analyst at Chamber of Commerce & Industry,
Queensland, 344 followers). The message was also
retweeted by Australia in UK (Australian High Com-
mission in UK, 1,129 followers) and then by Dub706
(Australian Ambassador to Indonesia, 3,586 follow-
ers), who passed it on to his followers. In addition,
it was also retweeted by other immediate followers of
@DIACAustralia, such as Ohj787 and Sma346, who
were Immigration Officers at universities and educa-
tion organisations. The above analysis shows that the
message has potentially reached over 23,000 Twitter
users.

5 Conclusions and Future Work

This paper presents a preliminary research on
analysing DIAC Twitter data in approaches of text
mining and social network analysis. With text mining
of tweets, topics and their variations over time have
been identified. Twitter followers have been analysed
and the spread of tweets over Twitter network has
been studied. With some initial interesting results
identified, this research will be further studied in fu-
ture research projects.

The methodology used in this work is general, the
tools used are open-source software, and the data used
in this work are publicly available on Twitter. There-
fore, readers can easily replicate the analysis and ap-
ply it to Twitter accounts that they are interested
in.

This research can be extended by analysing text
from more Twitter accounts, analysing social net-
work between them and their followers, and develop-
ing an effective method to find relationship between
topics/events and variations in time series, e.g., the
number of visa applicants, approvals, arrivals, depar-
tures and visa processing time.

It can also be extended further to investigate how
messages spread, estimate their impacts and generate
alerts. It would also be interesting to analyse tweets
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Figure 7: Tweets Most Retweeted

on specific topics based on Twitter hashtags, such
as “#AustralianVisa” and “#refugee”, and preform
sentiment analysis for new legislations and policies.

Another possible future work is to study social net-
work with data from multiple social media platforms,
such as Twitter, Facebook9 and Google+10, and in-
vestigate interactions between government agencies,
migration agencies and individuals.
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Figure 8: Retweet Graph - I

Figure 9: Retweet Graph - II
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