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Editorial 
 

About This Issue 
This Volume 42 Number 2 includes ten (10) research/ 
technical articles. The relevance and usefulness of 
respective articles are summarised below. 

S. Wilson, C.S. Maharaj, and R. Maharaj, 
“Formalising the National Innovation System in a 
Developing Country”, employed system dynamics to 
examine the policy initiative and contributed to the 
formalising a NIS for small developing countries that 
operate largely in low-technology sectors. A case study 
approach was adopted, detailing the steps for formalising 
a NIS in a developing country, the Republic of Trinidad 
and Tobago (T&T). It was advocated that the design of 
the system must account for three key elements: namely, 
the actors, the interactions among the actors and the 
intended innovation output. 

In the article, “A Case Study for Improving 
Maintenance Planning of Centrifugal Pumps Using 
CBM”, C.S. Syan et al., investigated the adoption of 
CBM approach for CP maintenance as compared to the 
current practices of a leading offshore company in 
Trinidad and Tobago (T&T). A test programme was 
simulated, and ibration data for the CPs was utilised to 
develop the P-F curve for pump failure as a result of 
faulty bearings. The tests demonstrated the possibility for 
improved fault classification and data driven maintenance 
planning with a CBM best practice approach. Future work 
will investigate the ability of enhanced Artificial 
Intelligent (AI) techniques to improve the classification 
accuracies in the face of more complex operational 
conditions. 

S. Al-Zubaidy, A. Ordys, and E.D. Coyle, “Analysis 
and Development of Innovative Engineering 
Programmes”, focused on the level of interaction between 
engineering disciplines, meeting requirements for 
professional accreditation and meeting requirements for 
the skilled work-force in the place of implementation. In 
line with the standards of the UK Engineering Council, 
the design of curricula had to encompass a number of 
elements, and demonstrate that they are safeguarding the 
quality requirements of the professional engineering 
institutions. In this paper, some metrics are proposed, 
based on fuzzy logic approach to establish membership 
functions for measuring interaction between the 
programmes, and the emphasis of the programmes on 
particular aspects of engineering learning outcomes. 

R. Koon Koon et al., “A Review of Caribbean 
Geothermal Energy Resource Potential”, presented 
quantitative findings as to the potential power production, 
economic and environmental savings through which 
geothermal energy development can bring to each 
respective nation in the Caribbean. An estimated 184.49 
MW of geothermal capacity can be absorbed into the 
national energy mix, displacing 855,600 barrels of oil 
(bbls) importation, resulting in approximately 1.1 million 

tonnes of carbon dioxide (tCO2) emissions being avoided 
per year. In this paper, an inter-island grid connection 
approach is presented to tackle large-scale energy projects 
to attract financial investors in an effort to combat the 
upfront challenges associated with geothermal energy 
development. 

In the fifth article, “An Analysis of the Use of 
Hydraulic Jet Pumps, Progressive Cavity Pumps and Gas 
Lift as Suitable Artificial Lift Methods for Heavy Oil 
Production in East Soldado Reservoirs, Offshore the 
Southwest Coast of Trinidad”, R. Hosein and A.S. 
Balgobin, developed models for the currently installed 
gas lift and PCP configurations and then optimised to 
determine the best oil lifting capabilities for these two 
systems. A lift score analysis between PCP pumps and 
hydraulic jet pumps was also conducted by comparing 
lifting potential, installation cost and time, rig vs. non-rig 
intervention for the installation; and ease of operation and 
optimisation. The results from this analysis indicate that 
using hydraulic jet pumps would be a more cost-effective 
oil lift system compared to PCP pumps. This lift score can 
also be used as a guide to effectively optimise artificial lift 
systems for other oil wells from the field. 

O. Falloon, S. Mujaffar, and D. Minott, 
“Physicochemical and Functional Properties of Starch 
from Ackee (Blighia sapida) Seeds”, investigated the 
physicochemical and functional properties of isolated 
ackee seed starch. Solubility, swelling power, water 
absorption, oil absorption and extent of syneresis of the 
starch were measured and hypoglycin content was 
determined by reversed phase HPLC. Pasting, thermal 
properties, crystalline pattern, granule morphology and gel 
texture were determined, and the gelatinised starch used to 
prepare retrograded resistant starch. Ackee starch had a 
high setback, high syneresis, produced opaque pastes and 
formed a hard gel texture. Based on the properties, the 
starch may be suitable in manufacturing of noodles and to 
produce retrograded resistant starch and may have 
applications in fat replacers, dusting/face powders and 
bioplastics. 

J. Persad and S. Rocke, “Investigating the Impact of 
Deformation on a 3D-printed Antenna in Biomedical 
Systems”, investigated the Radio frequency (RF) 
characteristics of a flexible Planar Inverted-F Antenna 
(PIFA) antenna intended for biomedical applications. 
Using a traditional PIFA antenna structure on a Nylon 
substrate, simulations facilitated investigation of the 
impact of the mechanical deformations on antenna 
performance, through consideration of the impact of 
flexibility on the reflection coefficient, transmission 
frequency and radiation patterns between 700MHz and 
4GHz. Results demonstrated good stability on the 
antennas resonant frequency and physical resilience. This 
provides valuable insights for those interested in 
deploying flexible antenna structures for wearable antenna 
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and RF sensor applications 
In the eighth article, “Driver Gap Acceptance 

Behaviour at Roundabouts in Trinidad and Tobago”, K.L. 
Campbell and T.A. Townsend, investigated the gap 
acceptance behaviour of motorists to determine the critical 
gap in Trinidad and Tobago (T&T).  The estimated critical 
gaps were compared with values commonly used in the 
Highway Capacity Manual (HCM), so as to determine the 
effect on estimated intersection capacity. The results 
indicated that the critical gap values would differ 
significantly from the United States (US) default values 
(as one of the standards adopted by T&T), which therefore 
would affect the estimated capacity of the roundabouts. It 
was argued that the published values from the HCM were 
significantly higher than the values obtained, indicating 
that the estimated capacities using the default US values 
would underestimate the existing capacities in T&T.  

S. Mujaffar and S. Bynoe, “Microwave Drying of 
West Indian Bay Leaf (Pimenta racemosa)”, investigated 
the effect of microwave power (200, 500, 700 and 
1000W) on the drying behaviour of West Indian Bay leaf. 
The results show the clear potential for microwave drying 
as a rapid drying method of drying bay leaves. Microwave 
power level had a significant impact on the drying rates 
and quality of dried samples. An increase in power level 
resulted in increased drying rates, with browning and the 
risk of scorching increasing at 1000W power. Drying at 
200W power level was unfavourable in terms of low 
drying rates and leaf quality. The drying data was 
successfully analysed through the determination of drying 
rate constants (k) and moisture diffusivity values (Deff), 
and the Verma and Jena and Das models best fit the data 
for leaves dried at 500W and 700W, respectively.  

F. Muddeen, “Electrical Engineering and the New SI 
Definitions”, reviewed the new definitions of Systeme 
International des Unites or SI system. These new 
definitions marked a substantial change from the previous 
ones and would have a considerable impact on the 
realisation of the various units and in particular the 
kilogram. Seven of these units directly relate to the units 
of measure used in Electrical Engineering. In this paper, 
the author examined how the fundamental units of 
electrical engineering be realised from the definitions, and 
also looked into the impact of these changes on the 
uncertainty of measurement of electrical units and 
discussed the role of the new Volt, Ohm and Ampere in 
the realisation of the new kilogram. 

 

On behalf of the Editorial Office, we gratefully 
acknowledge all authors who have made this special issue 
possible with their research work. We greatly appreciate 
the voluntary contributions and unfailing support that our 
reviewers give to the Journal.  
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Abstract:  Since the introduction of the National Innovation System (NIS) concept, most of the research has focused on 

innovation capabilities and economic development of developed countries.  The paper contributes to the NIS literature 

for small developing countries that operate largely in low-technology sectors. A case study approach was adopted, 

detailing the steps for formalising a NIS in a developing country, The Republic of Trinidad and Tobago (T&T). System 

dynamics is used to examine the policy initiative. For the formalisation of the NIS in T&T, the design of the system 

must account for all three elements of innovation systems: the actors, the interactions among the actors and the 

intended innovation output. Policy makers in developing countries must consider their local context when specifying 

the innovative activity of the NIS. In measuring the success of innovation polices targeting small and medium-sized 

enterprises (SMEs), financial and non-financial measures should be used.  

Keywords:  National Innovation System; Developing Country; Economic Diversification; Small Business Innovation 

 
1.  Introduction 
A nation’s competitiveness depends on the capacity of its 
industry to innovate and upgrade (Porter, 1990). The 
concept of the National Innovation System (NIS) or 
National System of Innovation (NSI) has gained 
prominence as a conceptual framework for analysing 
technological change, which is viewed as a pillar for the 
long-term economic development of a nation (Liu, Lu, 
and Ho, 2014; Lundvall, 2010; Nelson, 1993; Teixeira, 
2014). Understanding the linkages amongst institutions 
and agencies is critical to boosting a country’s innovative 
performance (OECD, 1997). NIS concept benchmarks 
can be used to measure the innovation capacity and 
potential of the country (Marxt and Brunner, 2013). The 
NIS concept is highly touted as a mechanism that can 
enhance a country’s overall competitiveness. Not 
surprisingly, there is burgeoning interest among 
economists and policy makers in the potential of the NIS 
to transform the economies of developing countries, with 
examples of researchers, such as Attia (2015) focussing 
on African countries and Delvenne and Thoreau (2012) 
focusing on Latin American countries. 

Trinidad and Tobago (T&T) is one such economy, 
where the establishment of the National Innovation 
System for Trinidad and Tobago (NISTT) is viewed as a 
means of achieving economic restructuring. According 
to the Ministry of Planning and the Economy (2011), the 
core focus of the NISTT is to facilitate economic 

diversification through the promotion of R&D driven 
innovation. It will support the ideas of individuals and 
companies. The NISTT will develop and implement a 
holistic and competitive innovation policy to transform 
the economy by gradually shifting our economic 
dependence away from hydrocarbons. This will require 
the increase in R&D investment to at least 3% of our 
GDP over the next ten years to generate new products, 
services and processes. This will improve T&T’s Global 
Competitiveness and Innovation Rank which is a critical 
indicator of development. 

Policy makers, however, face a variety of challenges 
when they attempt to develop and implement innovation 
systems.  One particular challenge lies in the very 
conceptualisation of the systems which would be largely 
informed by examples reported in the NIS literature. But, 
as researchers such as Varblane, Dyker, and Tamm 
(2007) warned, attempts to replicate a successful NIS 
model in another country without making the necessary 
adaptations for country-specific characteristics would 
likely lead to failure.  A second significant challenge 
facing policy makers is the identification of the 
indicators to determine the efficacy of the established 
national innovation policy (Casanova, Cornelius, and 
Dutta, 2018). These NIS development and 
implementation challenges are further pronounced in 
developing countries.  The literature does not offer much 
guidance, as a review of the literature in this area shows 
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that research has mainly focused on analysing the NIS in 
developed countries, with even fewer studies analysing 
developing countries, such as Korea, Taiwan and 
Singapore. These developing countries are unique as 
their policies are relatively aggressive, as they seem to be 
focussed on catching up with developed countries 
(Intarakamnerd, Chairatana, and Tangchitpiboon, 2002; 
Wong, 1999). Even in investigating the appropriateness 
of a NIS to a developing country, the focus has been on 
what Intarakamnerd et al. (2002) referred to as ‘learning 
intensive’, speaking to the country’s ability to not only 
use and operate technology, but also its ability to acquire 
and assimilate technology; reverse engineer and upgrade 
technology; and perform research and technology 
development. Likewise, Lundvall (2007) notes that 
research on NIS typically focusses on mature, well-
developed innovation systems, largely found in 
developed countries. There is a dearth of research on 
developing countries, such as Trinidad and Tobago, that 
are not learning intensive.  

Even further, as highlighted by Golichenko (2016), 
the NIS literature does not focus explicitly on the 
entrepreneurs operating as micro or small and medium 
sized (MSME) enterprises. This limited attention on 
MSMEs in the NIS literature is a glaring deficit since 
research has shown that small enterprises innovate 
differently from large firms. Small enterprises are often 
plagued by many barriers to innovation; and are less able 
to dedicate resources to research and development, 
updating technologies and conducting market research 
(Todtling and Kaufmann, 2002). As a result of these 
characteristics, Todtling and Kaufmann (2002) argued 
that small enterprises can overcome their innovation 
challenges by relying on external resources and partners, 
which speaks directly to the interactivity and networks of 
the NIS concept. 

This paper seeks firstly to contribute to our 
understanding of the nascent stages of the establishment 
of a NIS in a developing country by exploring T&T as a 

case study. Secondly, the paper examines how the 
interactions among a state agency, a university and a 
small entrepreneur lead to institutional capacity building 
as described by Watkins et al. (2015). 

The paper proceeds as follows.  Section 2 provides 
an overview of the literature on the NIS approach, and 
describes specific issues relating to national innovation 
systems in developing countries.   Section 3 presents the 
research methodology adopted for this study.  Section 4 
reports on the case study of the formalisation of the NIS 
in T&T and details a state sponsored innovation 
promotion initiative.  Section 5 presents the results of the 
innovation promotion initiative.  Section 6 discusses the 
findings. Section 7 concludes the paper. 

 
2. Literature Review  
2.1 Overview of National Innovation Systems 
The Organisation for Economic Co-operation and 
Development's (OECD) (1997) report on National 
Innovation Systems quoted five NIS definitions, shown 
in Table 1, from early seminal papers on the topic from 
the 1980s and the 1990s. Even after 20 years since this 
popular OECD publication, the more recent journal 
articles often rely on these definitions or on their main 
premise; which implies that within the research 
community, there is general acceptance of what is meant 
by the term ‘national innovation system’.   

The information presented within the definitions in 
Table 1 shows at least three critical elements which are 
highlighted in Table 2. The first four definitions refer 
specifically to the actors or institutions that comprise the 
NIS. In the fifth definition as given by Lundvall (2010) 
instead refers to ‘elements and relationships’.  Secondly, 
four of the five definitions refer to the relationships 
among the said actors. Thirdly, all five definitions 
address the issue of the innovative activity, by 
highlighting the existence of new knowledge, learning or 
technologies. 

 
 

Table 1. Seminal NIS Definitions 
NIS Definitions 
Freeman (1987) - The network of institutions in the public and private sectors whose activities and interactions initiate, import, modify and 

diffuse new technologies.” 

Lundvall (1992) - The elements and relationships which interact in the production, diffusion and use of new, and economically useful, knowledge 

... and are either located within or rooted inside the borders of a nation state.” 

Nelson (1993) - A set of institutions whose interactions determine the innovative performance ... of national firms.” 

Patel and Pavitt (1994) - The national institutions, their incentive structures and their competencies that determine the rate and direction of 

technological learning (or the volume and composition of change generating activities) in a country.” 

Metcalfe (1997) - A system of interconnected institutions to create, store and transfer the knowledge, skills and artefacts which define new 

technologies.” 

   Source: Adapted from OECD (1997) 
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Table 2. Elements of the Seminal NIS Definitions 
NIS Definitions Actors Relationships among 

the Actors 
Innovative Activity 

Freeman (1987) 

The network of institutions in the public and private 

sectors whose activities and interactions initiate, import, 

modify and diffuse new technologies.” 

The network of institutions 

in the public and private 

sectors 

Activities and 

interactions 

Initiate, import, modify 

and diffuse new 

technologies.” 

Lundvall (1992) 

The elements and relationships which interact in the 

production, diffusion and use of new, and economically 

useful, knowledge ... and are either located within or 

rooted inside the borders of a nation state.” 

The elements and 

relationships 

Interact The production, diffusion 

and use of new, and 

economically useful, 

knowledge 

Nelson (1993) 

A set of institutions whose interactions determine the 

innovative performance ... of national firms.” 

A set of institutions Interactions Innovative performance 

Patel and Pavitt (1994) 

The national institutions, their incentive structures and 

their competencies, that determine the rate and direction 

of technological learning (or the volume and composition 

of change generating activities) in a country.” 

The national institutions ---- The rate and direction of 

technological learning (or 

the volume and 

composition of change 

generating activities) 

Metcalfe (1997) 

A system of interconnected institutions to create, store and 

transfer the knowledge, skills and artefacts which define 

new technologies.” 

A system of … institutions Interconnected Create, store and transfer 

the knowledge, skills and 

artefacts which define 

new technologies.” 

 Source: Adapted from OECD (1997) 
 
 
2.1.1 The Actors in the NIS 

There are varying typologies regarding the actors making 
up the NIS. In one typology, the university, industry and 
government make up the three actors of the triple helix 
model (see Figure 1). They interact with each other, 
contributing to the innovative activity in knowledge-
based societies (Etzkowitz and de Mello, 2003). In this 
model, the university’s role includes conducting research 
and commercialising research outputs, and also 
educating and training people; industry’s role is to 
convert ideas and inventions; while government’s role is 
to formalise policies and provide funding (Datta and 
Saad, 2011). 

 
 
 
 
 
 
 
 
 

Figure 1. Typology 1 detailing Three NIS Actors 

 
In another typology, authors such as Sakarya (2011) 

identified six actors comprising the NIS: public and 
private innovative firms; non-profit public or semi-
private research institutions; the scientific system made 
up of universities and research institutions; supporting 
and bridge institutions; financing institutions; policy-
making, implementing and assessing institutions. The 
inter-relationship among these factors is shown in Figure 
2.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Typology 2 detailing Six (6) NIS Actors 

 
The typology in Figure 2is also seen in research by 

Gogodze (2016), who described the NIS as a socio-
economic system made up of actors, such as companies; 
research and academic organisations; public 
administrations; professional mediators; and other formal 
and informal institutions. 

There are both similarities and differences in the 
narrow and moderate typologies. In terms of the 
similarities, public and private innovative firms, and the 
scientific system identified by Sakarya (2011) mirror the 
industry and university identified in the triple helix 
model. Likewise, policy making, implementing and 
assessing institutions identified by Sakarya (2011) bear 
much similarity to the government actor identified in the 
triple helix model. With respect to the differences, the 
research institutions can be viewed as complementary to 

University 

GovernmentIndustry 

Scientific 
System 

Public & Private 
Innovative 

Policy M, I & A 
Institutions 

Other research 
institutes 

Financing 
Institutions 

Supporting & 
Bridge Institutions 
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the university, whilst recognising that there are several 
other institutions, not be classified as universities, 
conducting and disseminating research. The supporting 
and bridging institutions identified by Sakarya (2011) as 
institutions that provide services such as laboratory 
testing and standards setting are important additions, 
especially as these firms are most often certifying 
various regulatory dimensions of the innovative 
products. Lastly in addition to government’s financial 
input in innovation as highlighted in the triple helix 
model, institutions like venture capital firms also play 
essential roles in terms of providing the critically 
required financing for innovation.   

A more detailed typology identified by Roos, 
Fernstrom, and Gupta (2005) reveals 12 NIS 
‘constituents’. This is shown in Table 3.  In this model, 
the NIS is described as comprising all economic, 
political and other social institutions involved in 
innovative activities, specifically universities and 
research bodies, financial systems, monetary policies and 
the international organisation of private firms.  In the 
same light, Acs et al. (2017) provided a highly 
comprehensive view of the actors of the NIS, by 
identifying scientific and technological institutions, the 
education, research, apprenticeship, and training system, 
the financial system, the intellectual property rights 
system, the tax system, the structure of the industry and 
labour market, individual and firm level incentives, and 
other systems. 

The model by Roos et al. (2005) offers greater 
details than the typologies shown in Figures 1 and 2.  For 
instance, the ‘government’ actor in Typology 1 and the 
‘policy making, implementing and assessing institutions’ 
in Typology 2 are reflected in constituents 11 and 12, 
‘Rewards/Incentives’ and ‘Government Policy, Funding 
and Procurement Institutions’. Noteworthy distinctions 
from the Typologies 1 and 2 are the inclusion of the role 

of ‘People and Culture’, ‘Public Good’ and ‘Domestic 
and International Customers’. 

 
2.1.2 The Relationships among the Actors in the NIS 

The relationships among the actors in the NIS concern 
their interactions with institutions and policies (Liu and 
White, 2001). These interactions in the NIS have been 
related to a number of different ‘flows’ among the actors 
making up the NIS. These flows include knowledge 
flows, financial flows, human flows, and regulation 
flows (Niosi, 2002). Of the four flows identified by Niosi 
(2002), knowledge flows, referred to as ‘the lifeblood of 
the system’ (Golden, Higgins, and Lee, 2003) 
predominate in the literature.  For example, according to 
OECD (1997), assessing a NIS is based on the 
measurement of the following types of knowledge flows: 
• Joint research activities and other technical 

collaborations. 
• Co-patenting, co-publications and informal linkages. 
• Diffusion of knowledge and technologies and 

diffusion through machinery and equipment. 
Financial flows also feature significantly in the NIS 

literature. For example, Roos et al. (2005) explain 
Finland’s NIS, and detail the range of public and private 
capital providers that supply funding and financing for 
research projects, training projects, technology transfer 
and foreign venture capital funds. Similarly, in 
describing Sweden’s NIS, Roos et al. (2005) identify the 
agencies and their respective roles in providing seed 
financing, research and development (R&D) funding, 
and loans.  

Human flows among universities, firms and 
government laboratories are important in the NIS.   
Human flows and knowledge flows are highly 
interrelated, as humans are viewed as the ‘bearers of tacit 
knowledge and know-how’ (Niosi, 2002), and 
knowledge is viewed as being embodied in humans.

 

Table 3. NIS Constituents Identified by Roos et al. (2005) 
 NIS Constituents Description 
1 People and Culture Education levels; Innovative / Creative; Risk Tolerance; Entrepreneurship; Attitudes to Science and 

Technology 
2 Education Teaching; Higher Degrees; Tertiary; Workforce Development; Vocational and Educational Training; 

Primary and Secondary 
3 Public and Non-Profit R&D University, Government R&D; Non-Profit and Private Research 
4 Public Good Health and Medical, Environment; Art and Culture; Defence; Space 
5 Linkages Technology Transfer; Cooperative Research; Incubators; Technology Diffusion; Innovation Awareness; 

Conferences 
6 Clusters Cluster Networks; MNCs, Large Companies, SMEs; Emerging Exporters; Innovative Companies; R&D 

Performing Firms; Start-ups / Spinoffs; Industry Bodies; Advisor Services; Investors; Creditors 
7 Domestic and International 

Customers 
Leading Customers; Direct Customers; End users / Stakeholders; Government Procurement; 
International Customers 

8 International Links and 
Infrastructure 

R&D and Business Links; Recruit and Retain Companies; Imports / Exports and Infrastructure (Physical 
and Information) 

9 Intellectual Policy Patents, etc. 
10 Risk Finance Retained Earnings; VC, Debt, Equity, Grants 
11 Rewards / Incentives Tax Rates; R&D breaks; Capital Gain Tax Options 
12 Government Policy, Funding 

and Procurement Institutions 
Education Funding Bodies; R&D Funding Bodies; Science, Technology and Innovation Policy Advisory 
Bodies; Standards; Regulations; Contract Legal System; Fiscal and Tax Policy; Trade / Tariff and 
Procurement Policies; Federal and Regional Decision-Making Processes 
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(OECD, 1997). Hence, personnel mobility, where 
technical personnel move within and between the public 
and private sector, is one type of flow used to measure 
and assess NIS (OECD, 1997).  

Regulation flows, identified as moving outward 
from government agencies, typically take the form of 
policy instruments, and its primary purpose is to 
stimulate the formation of the innovation system.  These 
policies often relate to factors such as regulations, taxes, 
financing, competition, and intellectual property that 
create and enhance innovation opportunities (Metcalfe 
and Ramlogan, 2008) 
 
2.1.3 Innovative Activity in the NIS 

Innovative activity is considered the output of the NIS. 
There is, however, some debate in the NIS literature 
relating to how narrowly or how broadly ‘innovation’ 
should be defined. As the NIS is viewed as a means of 
creating and developing a knowledge-based economy, 
the argument for a narrow definition of innovative 
activity is based on innovation being the result of 
‘knowledge-intensive activity’, that is ‘more science-
intensive’, ‘more technology-intensive’ and ‘more skills-
intensive’ (OCED, 1999). According to OCED (1999), 
innovation in a knowledge-based economy is ‘the 
creative use of various forms of knowledge’: technical 
knowledge, scientific knowledge, and production and 
engineering knowledge. In this regard, output and input 
indicators of innovative activity would include metrics 
such as R&D expenditure, R&D researchers, FDI 
outflows, high technology exports, technology fees 
received and registered patents in the US (Singh, 2004). 

Those in support of taking a broad view of 
innovative activity in the NIS often refer to definitions 
found in mainstream innovation research, where 
innovation is viewed as the process involved in the 
search for, discovery, experimentation, development, 
imitation and adoption of new products, production 
processes and organisational setups (Dosi, 1988). Whilst 
acknowledging the inextricable link between the NIS and 
knowledge-based economy, proponents for the broader 
view such as Lundvall (2007) note that although there is 
a bias towards high-technology industries and the 
science-technology-innovation (STI) mode, there should 
also be recognition that innovative activity also occurs in 
low-technology industries and via the doing-using-
interacting (DUI) mode of innovation. 
 
2.2 NIS in Developing Economies 
Since innovation is viewed as one of the main ways 
through which both firms and countries can achieve and 
maintain competitiveness, the premise of the NIS is 
inextricably linked to economic growth and 
development. The role of the NIS in developed countries 
is however quite different from its intended role in 
developing countries (Feinson, 2003). Whereas for 
developed countries, the NIS allows for continuing to 

develop and enhance competitiveness, for developing 
countries, the NIS’s intended role is much urgent, in that 
its goal is to provide these countries with a means of 
‘catching up’ with the type of economic independence 
experienced by the developed countries. For developing 
countries, objectives of NIS have been identified as 
poverty reduction and improved income distribution 
(Attia, 2015), and overall economic health (Bartels et al., 
2012). 

The NIS literature therefore makes a point of 
distinguishing between the characteristics of developed 
countries and developing countries. According to 
Varblane et al. (2007), the concept of the NIS was based 
on developed economies, which typically have high 
income levels, strong knowledge bases, well-functioning 
market systems, and strong institutional and 
infrastructural support for innovation. Developing 
countries, on the other hand, are characterised by being 
just the opposite in terms of income level, knowledge 
base, market-structure, and support for innovation. In 
light of these characteristics the study of the role of the 
NIS in developing economies has centred largely on the 
need to build up the indigenous science and technology 
base (OECD, 1999), bearing in mind related issues such 
as the path-dependent nature of economic development; 
degree of technological absorptive capacity; geographic 
and cultural proximity to leading technology countries; 
underestimation of the role of public policy in the 
development of an NIS and potential institutional, social 
and cultural obstacles to innovation (Intarakamnerd et 
al., 2002; Varblane et al., 2007). 

Of the above stated issues critical to NIS in 
developing countries, perhaps the most referred to as ‘the 
degree of technological absorptive capacity’. For 
example, Feinson (2003) reported that ‘…successful 
economic and industrial development is intimately linked 
to a nation’s capacity to acquire, absorb and disseminate 
modern technologies’.  In this study, Feinson (2003) 
stresses that far more than simply acquiring technology, 
there must also be a ‘command’ of this technology, 
where there must be an understanding of ‘how’ and 
‘why’ the technology works.  The ability to learn, both in 
terms of ‘passive learning’ and ‘active learning’ 
therefore has become a focal point for the development 
of NIS in developing economies.  
 
3. Research Methodology 
This research seeks to contribute to the understanding of 
the formalisation of NIS in developing countries, and to 
explore the impact of policy initiatives designed to 
promote innovation in small companies. For the 
formalisation aspect, the design of the NIS and the steps 
taken for its implementation are detailed via the 
reporting of secondary data.  For the policy initiative, an 
inductive approach is adopted, whereby the research 
utilises a case study design, set in T&T, to study an 
innovation promotion initiative that involved multiple 
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NIS actors. The research question posed is: Can a small 

business innovate with the assistance of an innovation 

program in the absence of a NIS? 
Primary data was collected via interviews with the 

owners of a small manufacturing company, the case 
company enrolled in the innovation programme 
initiative, programme facilitators and administrators; and 
participant observations of the two assigned mentors. 
Secondary data was collected via documentation from 
the case company, state agency and state university; and 
institutional websites. 

Data analysis was achieved via a system dynamics 
approach, as described by Sterman (2000).  To represent 
the NIS, Stock and Flow Diagrams (SFD) are used, 
where stocks represent accumulations, and flows 
represent the rate of change of the accumulations. Causal 
loops are also used to show the relationships among 
variables, where a positive or reinforcing loop indicates 
the change of one variable leading to a change in the 
same direction for the second variable; while a negative 
or balancing loop indicates the change in one variable 
leading to a change in the opposite direction for the 
second variable.  Vensim PLE software was used for the 
creation of the diagram. 
 
4. Case Study 
Trinidad and Tobago, a twin-island republic located in 
the Caribbean with a population of 1.369 million 
persons, is described by the World Bank as a high-
income non-OECD country, with a 2017 GDP figure of 
22.08 billion USD (www.worldbank.org).  In 2017, the 
country’s GDP contributions included 19.6% from the 
mining and quarrying sector, 19.1% from the 
manufacturing sector, 6.6% from the financial and 
insurance industry, and 0.4% from the agriculture, 
forestry and fishing sector (MoF, 2018).   

Because of the country’s heavy dependence on its 
oil and gas sectors, the need for diversification has been 
long touted (Khadan and Ruprah, 2016). However, 
diversification efforts have not resulted in positive 
results. The formalisation of the NIS in the last decade 
represents yet another attempt at the country’s 
diversification efforts. 
 
4.1 Formalisation of the NIS in T&T 
The formalisation of the NIS in T&T entailed two main 
iterative steps, namely, the design of the NIS and the 
implementation of the NIS. 
 
4.1.1 Design of the NIS 

A draft National Innovation System of Trinidad and 
Tobago (NISTT) was established in the fourth quarter of 
2010, with the main aim of diversifying the oil and gas 
driven economy of T&T, through the combination of 
investment and innovation. The management of the 
NISTT falls under a Council of Ministers, led by the 
Prime Minister, and is made up of eight other 

government ministers as shown in Figure 3.  Further 
management support is provided by the Economic 
Development Board (EDB) and the Council for 
Innovation and Competitiveness (CIC), whose roles 
include policy identification and advisory support for 
short-term economic improvement and longer- term 
economic strategic management; and consultation with 
stakeholders.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Draft NISTT Management Structure 

 
Moreover, using an Innovation Diamond, the NISTT 

was designed to comprise 5 main actors (see Figure 4). 
The learning and R&D systems in the Innovation 
Diamond include the two state-sponsored universities, 
The University of Trinidad and Tobago (UTT) and The 
University of the West Indies (UWI). The planned focus 
and function of each of the five NISTT actors are 
detailed below in Table 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. Draft NISTT Innovation Diamond 
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Table 4.  Focus and Function of the NISTT Actors 
NISTT Actors  Planned Focus Function 

Learning, R&D Systems: Centre of 
Excellences 

Identification of technologies and 
sectors for growth and 
development 

• To create and diffuse knowledge 
o To foster technology transfer 

• To incubate new and developing SMEs 
Finance; Grants, Venture Capital 
and Corporate Venturing 

Financing for Innovation • To provide grants for: 
o R&D  
o Proof of concept 

• To provide finance support for innovative SMES via: 
o Venture capital 
o Government Economic Development Bonds 

Test Market, Marketing and 
Market Development 

Supporting services • To support product / service and process development 

Entrepreneurs, SMEs, Corporate 
Expansion 

Cluster formation • To provide support for growth of SMEs 
• To facilitate formation of clusters 

Organisations  Networking  • To facilitate overall growth of all actors comprising the NISTT 
 
 
4.1.2 Implementation of the NISTT 

For the implementation of the draft NISTT, two main 
activities were undertaken.  The first activity was a series 
of five sessions, which was attended by over 800 people.  
The objective of these sessions was to inform the 
population of the planned NISTT; to obtain buy-in; to 
receive feedback about the draft plans for the NISTT; 
and to brainstorm for economic and social development 
ideas.  The second activity was a foresighting exercise 
involving experts, who were asked to project 15 to 20 
years in the future, to determine the key areas and 
technologies for potential investment 
(http://pesrga.gov.tt/). The draft NISTT was never 
implemented. Subsequent to this, a National Innovation 
Policy was crafted and is currently awaiting 
governmental approvals.  
 
4.2 Innovation Promotion Initiative for SMEs: A 

Case Study 
4.2.1 Introduction to the Innovation Promotion 

Initiative: The INSTIL Innovation Programme 

In T&T, the Business Development Company (BDC), 
established in 2002, was formed with the mandate of 
enterprise development for T&T.  Its suite of services 
included Consultancy Services, Export Certification, 
Financial Support Services, International Business 
Promotion Support Services, Trade Assistance, and 
Training and Business Advisory Services 
(http://www.bdc.co.tt). BDC, alongside contracted 
innovation management companies, Dolmen, based in 
Ireland (Dolmen, 2011) and the NEXT Corporation 
(NEXT Corporation, 2008), designed ‘INSTIL 
Innovation’ as a 12-month programme for SMEs, with 
the intended aims of the SMEs introducing new 
processes to improve their efficiency and productivity, 
and creating new products and services for local and 
export markets (BDC, 2011). The INSTIL Innovation 
programme’s main features included mentorship, 
workshops, and access to state- supported institutions 
and programmes.  In T&T, companies are defined as in 
Table 5 (MoEDFA, 2001). 

Table 5. Definitions of Firms in T&T 
Category Number of 

Employees 
Assets (TTD)1  Sales (TTD)

Micro < 6 < 250 K  <250 K
Small 6 ‐ 25 250 K – 1,500 K  250 K – 5,000 K
Medium 25 ‐ 50 1,500 K – 5,000 K  5,000 K ‐10,000 K

1 $1TTD = $0.15 USD 

 
In terms of the mentorship, two mentors were 

assigned to each SME participating in the programme.  
Mentors were identified from local universities and other 
state agencies that provide research and business support. 
The mentors were required to attend the workshops held 
by the BDC, NEXT Corporation, and Dolmen; and had 
the responsibility of guiding and advising the SME’s 
innovation process. The mentors’ primary purpose was 
to ensure that outside of the workshops, continuous 
communication and feedback were maintained with the 
SMEs with respect to ensuring that innovation targets 
were on their way to being met.  

The second feature comprised six workshops.  The 
timing and focus of each workshop are given in Figure 5. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. INSTIL Innovation Workshops Timing and Focus 
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In terms of access to state supported institutions and 
programmes, the BDC facilitated access to a number of 
state institutions and programmes aimed at providing the 
SMEs participating in the INSTIL programme technical, 
financial, and business support. For example, the 
University of Trinidad and Tobago (UTT) was poised to 
provide technical support.  The Metal Industry Company 
Ltd (MIC) was engaged to provide engineering services 
(MIC, 2011). The Research and Development Facility 
(RDF) administered by the BDC, offered research and 
development funding, via a grant, where the maximum 
funding for a single company project is TT$500,000 
(BDC, 2008). 
 
4.2.2 Introduction to the Case Company – Alpha 

Manufacturing Limited 

Alpha Manufacturing Limited (name changed for 
anonymity purposes) is a small manufacturing business, 
with fewer than 15 employees, that makes soft-case 
products for the musical instrument industry.  Alpha was 
very successful for the first 12 years of operation in 
terms of sales, both locally and internationally.  
However, with the global financial downturn in 2008, 
revenues dropped sharply and the company struggled to 
maintain its financial commitments and obligations. The 
owners had very little formal business training but they 
had innovative ideas for the storage, transport and 
protection of musical instruments. Their competitive 
advantage was identified as quality and responsiveness.   
In their 14th year of operation Alpha joined the INSTIL 
Innovation program. 
 
4.2.3 Alpha Manufacturing Limited and the INSTIL 

Innovation Programme 

1) The Mentors 
The two mentors assigned to Alpha Manufacturing 
Limited were two faculty members of the Design and 
Manufacturing section of a state-funded university, The 
University of Trinidad and Tobago (UTT, 2011a). Of 
major relevance to the INSTIL Innovation programme 
was The Industrial Innovation, Entrepreneurship, and 
Management (IIEM) 1-year Master of Science (MSc) 
programme. The IIEM programme was developed 
through a partnership established with the Institute for 
Manufacturing at The University of Cambridge. Students 
in this programme undertake a series of interconnected 
modules. Modules comprise a two-week teaching period 
followed by a project for which students are located in an 
industry/manufacturing plant to solve a real problem 
(UTT, 2011b).  The intent was for the IIEM students to 
be assigned to Alpha during the relevant modules during 
the course of the INSTIL programme.  
 
2) The Workshops 
At the launch of the INSTIL Innovation programme, an 
innovation scorecard evaluation was done for Alpha. 
This scorecard rated Alpha and its owners with regards 

to awareness and practice of innovation and associated 
strategies. 
 
Workshop 1: Alpha’s vision was to be the largest 
manufacturer of cases for a particular musical 
instrument, by providing high quality products through 
efficient production processes. Objectives were to 
actively pursue and capture new markets, to extend the 
company product line and quality, and to put in place 
adequate and reliable machinery. Alpha expected to 
achieve goals that were spread over a 12-month time 
frame. These goals included: 
• Three new products which could be brought to 

market in three, six, and nine months, respectively.  
• A new manufacturing process in 12 months. 
• A new brand in two months. 
• Communications improvement including 

promotions, advertisements, and website 
restructuring. 

 
Workshop 2: The external analysis considered trends that 
would impact Alpha’s business, which included rising 
energy prices, a global aging population and on-line 
shopping.  Based on these trends, Alpha was challenged 
to think about the trends leading up to the year 2020 and 
the changes that would be required to their existing 
business model and value chain. 
 
Workshop 3: The first review of the innovation roadmap 
identified a number of challenges to Alpha’s innovation 
roadmap, where the major concern was the company’s 
limited resources to simultaneously run the business and 
execute the innovation goals. The itemised innovation 
goals were: 
• An increase in one-to-one marketing with two to 

three days a week dedicated to this activity. To 
achieve this goal, expedited training and 
restructuring of staff and Alpha, respectively, were 
required. 

• A new layout plan for Alpha's premises as the 
existing one was not optimised for production and 
customer walk-ins. 

• Sourcing of items for new product development, 
name and product rebranding, and website 
revamping.  

 
Workshop 4: Alpha’s progress was discussed and 
documented as follows: 
• The one-to-one marketing of two to three days per 

week was not achieved due to time constraints. 
However, due to expedited training of staff, a one-
to-one marketing push of two days per week was 
achieved. 

• The new layout plan for Alpha's premises was still 
in the brainstorming stages. However, workflow 
processes were formally documented to aid in the 
new layout plan. 
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• Product rebranding was achieved with Alpha 
placing labels on their products for the first time.  

• A new product name was established that was short 
and memorable.  

• Marketing brochures were developed.  
• Discussions were initiated with website developers 

for website rebranding. For on-line sale 
transactions, the intent was to utilise the BDC’s 
website portal as the BDC have developed a facility 
to assist with this.  

• New product development was also achieved with 
Alpha sourcing new materials for their cases and 
formally establishing different product lines that 
relate to different pricing strategies. 

The roadmap to Month 12 was refined as follows: 
• Continuing the training of staff to allow the 

leadership to focus on one-to-one marketing.  
• Increasing manufacturing capabilities by 

considering outsourcing of certain aspects of 
manufacture, and also identifying bottlenecks in 
production with the aim of improvements. 

• Finalising prices of new product lines. 
• Finishing website development so that the new one 

is clear in communication, usable, and supports 
customer customisation of case components. 

 
Workshop 5: The Business as Usual (BAU) scenario was 
determined to be a risk in itself as the wants and needs of 
a customer continue to change with time. The risk in 
innovation for Alpha was identified as: 
• Customer/market (determining the unmet needs),  
• Financial (loans required to support the innovation 

process),  
• Opportunity (which product/service ideas to focus 

on),  
• Income (loss of income during the innovation 

process),  
• Country (security, stability, cultural stigma with 

respect to innovation),  
• People (trusting others), and  
• Event (predictable and unpredictable changes in the 

business playing field). 
The BAU and Innovative Business Financial scenarios 
were identified for Alpha. From this, a risk management 
plan for Alpha's new products was generated. 
 
Workshop 6: This workshop brought an end to the 
programme and discussed funding issues and the 
presentation of business innovation plans to potential 
financiers. Additionally, goals for Yr. 4 were established 
as was done in the first workshop. Alpha's new goals 
included: 
• Hard case commissioning and production. 
• Increase in sales of existing products by 15%. 

• Introduction of outsourced accessories with the 
overall intent of becoming a 'one-stop shop’ for the 
musical instrument. 

• Continued R&D into new products that can satisfy 
unmet needs in the musical industry.  

Alpha accessed the following institutions and 
programmes: 
• Technical support of the UTT through the IIEM 

programme for product development, name and 
product rebranding, and website revamping. 

• Research and development grant funding through 
the RDF of the BDC for product development, 
where as a small business, Alpha contributed 30% 
and the RDF contributed 70%.  

• Engineering services of MIC for new product 
development to determine a new material and novel 
fabrication techniques for manufacture of hard 
carry cases. 

 
5. Results of the INSTIL Innovation Programme 
The analysis centres on the development of a simulation 
model, as described by Sterman (2000). The model is 
represented by the conceptual design of the INSTIL 
programme. The programme was designed to facilitate 
product and process innovation training for SMEs, to be 
achieved via the six innovation workshops and the 
mentorship programme, and, by extension, access to 
state agencies and programmes. This combination was 
expected to encourage a culture of innovation in the 
INSTIL participant companies, evidenced by the 
introduction of new products and new processes, that 
would ultimately lead to increased company 
performance, and overall improved SME performance. 

INSTIL Innovation was an initiative of the BDC, a 
state agency financed by public funds. The workshops 
provided formal training for both product and process 
innovation, which was expected to lead to increased rates 
of innovation by the INSTIL company participants. The 
mentorship element, evidenced by the mentorship 
meetings, provided business support, where the 
frequency of meetings depended on the INSTIL 
participant’s need for support. The business support 
provided by the mentor was expected to contribute to the 
decisions and actions by the INSTIL participant, which 
were then expected to lead to increased rates of 
innovation. The mentors were selected from a wide pool 
of candidates, inclusive of university faculty.  The 
university faculty members were expected to not only 
lend business and technical expertise, but also to 
facilitate the INSTIL company participants’ usage of and 
access to university facilities. 

Product innovation was expected to lead to 
increased product offerings to the customers, increasing 
overall product attractiveness, therefore leading to 
increased  sales.     Similarly,   process   innovation   was  
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Figure 6. Conceptual System Dynamics Model of the INSTIL Programme 

 
Table 6. Description of Selected Feedback Loops 

Feedback Loop Description 
B1 This balancing loop shows the premise of the INSTIL programme, where public funds are utilised to run the INSTIL 

workshops, to produce INSTIL graduate firms.  These graduate firms will increase overall SME performance, and hence, 
public funds allocated to this INSTIL programme will be reduced. 

B2 This balancing loop focuses on the process innovation training.  This training leads to increased product attractiveness, 
which positively impacts sales rate and SME performance.  The higher SME performance will lead to a reduction in public 
funds allocated to the programme. 

B3 This balancing loop is similar to the B2 loop, but with the the focus being on product innovation training.  This training 
leads to increased product attractiveness, which positively impacts sales rate and SME performance.  The higher SME 
performance will lead to a reduction in public funds allocated to the programme. 

B4 This balancing loop considers the role of the mentors in providing business support.  As the need for business support 
increases, the meeting rate increases, and provides increased business support, which in turn decreases the need for business 
support. 

R1 This reinforcing loop considers the company’s innovation activities, which have a positive impact on product attractiveness 
and sales rate and SME performance.  Increased SME performance will have a positive impact on the company’s innovation 
activities 

 
 
expected to lead to increased productivity, and then 
increase product inventory. Increased product inventory 
should have led to the company’s ability to better meet 
delivery requirements, thus, increasing product 
attractiveness, and increased sales rate.  Figure 6 shows 
the resultant model for the INSTIL programme, and 
Table 6 provides a description of selected feedback 
loops. 
 
6. Discussion 
The discussion firstly explores the issue of the 
formalisation of the NISTT, and then considers Alpha in 
the INSTIL Innovation programme. The nascent stages 
of the NISTT indicated that the main actors found in 
mature NISs are present in T&T. However, the existence 
of the individual actors does not automatically lead to a 

functioning NIS. In examining the implementation of the 
NISTT, there was no evidence of measures put in place 
to develop and strengthen the relationships among the 
NIS actors.  With the literature identifying these 
interactions as ‘flows’, with ‘knowledge flows’ 
described as ‘the lifeblood of the NIS’ (Golden, Higgins, 
and Lee, 2003), the absence of concrete steps to develop 
these relationships could be viewed as a major 
shortcoming in the implementation of the NISTT.    

Similarly, the implementation of NISTT never 
specified the type of NIS innovative activity that would 
be the desired output.  So, while the NISTT specifies the 
Centres of Excellence with a planned focus of 
identifying technologies and sectors for growth and 
development, the business landscape of T&T is 
characterised by low-technology industries. Moreover, 
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the indigenous science and technology base, degree of 
technological absorptive capacity, and potential 
institutional, social and cultural obstacles to innovation 
needed to be carefully considered to implement a well-
functioning NIS.   

These observations about the NISTT reflect the 
findings of the study conducted by Guinet (2014) who 
analysed T&T’s National Innovation Ecosystem.  It was 
found that the main types of institutions and actors 
typically found in more mature systems are present, but 
they are too small, lack maturity and engagement and are 
incoherent with respect to the strong inner dynamics of a 
functioning innovation system. Moreover, Guinet (2014) 
found that the local National Innovation Ecosystem lacks 
sufficient public and private investment in research and 
development and innovation, collaboration between 
academia and industry, governance arrangements, 
innovation readiness of the private sector firms. 

The INSTIL Innovation programme brought 
together the main elements of the NIS. The actors 
included private SMEs, universities, supporting 
institutions, financing institutions, and the policy-
making, implementing and assessing institutions. In 
addition to the actors, the INSTIL Innovation programme 
was designed to facilitate and encourage the interactions 
of the actors via knowledge flows, financial flows and 
regulation flows. Lastly, the INSTIL Innovation 
programme clearly specified the innovative activity that 
was the expected output. In essence, therefore, the 
INSTIL Innovation programme is a microcosm of an 
innovation system in terms of its design and intent. 

The success of the INSTIL Innovation programme, 
however, was not easily discerned. On the one hand, 
Alpha, a small manufacturing company with a desire to 
innovate, was able to benefit from formalised training, 
which resulted in new production processes, new 
products, and new marketing strategies.  Alpha was able 
to access services from the UTT, MIC, and the BDC for 
these innovations. However, on the other hand, the 
financial impact of the programme, in the case of Alpha, 
was not overwhelming.    

Alpha’s revenue compared to T&T’s manufacturing 
GDP is given in Figure 7, noting that the company’s 
entry into the INSTIL Innovation Programme began in 
Year 2. The company’s revenue appears to track GDP, 
with both peaking in Year 5. With respect to Alpha’s 
profit compared to revenue, Figure 8 reveals a higher 
profit margin on Year 4 and the years prior. Part of the 
reason for Alpha’s reduction in profit outlays was due to 
investment in the innovation process and some of the 
outlays in meeting the INSTIL Innovation programme 
goals. 

Again, the results of the case study mirror the 
existing literature.  As a small enterprise Alpha does not 
have the resources to commit to a well-defined 
innovation strategy. The resource limitations include 
human resource as the management of the company is 
heavily involved in day-to-day operations, as well as 

financial resources to pursue research and development 
and market research, as described by Todtling and 
Kaufmann (2002). Without the external resources 
provided by the INSTIL programme, Alpha would not 
have been able to overcome many of the challenges of 
new product development, process and market 
innovation. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. T&T’s Manufacturing GDP compared to Alpha’s 
revenue 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Alpha’s profit compared to revenue 
 
 
7. Conclusions 
The paper examines the formalisation of the National 
Innovation System of T&T and efficacy of a state-led 
innovation promotion initiative. The examination of the 
NISTT showed that in designing a National Innovation 
System, policy makers must not only consider the actors 
making up the system, but they must also carefully craft 
mechanisms for the interactions among the actors to 
ensure there are knowledge, financial, human and 
regulation flows. Without these interactions, the NIS will 
not be a well-functioning system. Additionally, policy 
makers need also consider the historical, current and 
future contexts of a country in specifying the intended 
outcomes of the NIS. Without considering a country’s 
context, despite efforts of pulling together the necessary 
NIS actors, the system will be unable to produce the 
intended output.    

The examination of the INSTIL Innovation 
programme showed that even when programmes are 
well-designed, reflecting all elements of a NIS, success, 
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at least in the short term, and measured in financial 
terms, is not guaranteed. For SMEs operating in 
developing countries (such as T&T) that engage in low-
technology sectors, external support is invaluable. While 
financial measures of success would be a key indicator 
of the efficacy of innovation policy, payback periods 
may be lengthy, and so, non-financial measures of 
success could be useful in the short-term. 
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Abstract: Centrifugal Pumps (CPs) are one of the most widely used industrial assets globally. Condition-based 

maintenance (CBM) is one of the maintenance strategies applied for monitoring the operational conditions of CPs. 

Use of CBM has resulted in improvements in CP performance. However, CBM practice for maintenance planning is 

suboptimal. This work presents a case study which utilises a CBM approach for monitoring CPs as part of a  safety 

critical Fire Water System aboard an Offshore Production Platform. A CBM approach for CP maintenance was 

researched, and the best practice identified. This was compared to the practices of the offshore company, and the 

deficiencies in application and data collection observed. A test programme was simulated which would represent the 

company’s operations. Subsequently, data was collected to assess the ability of CBM to identify various failures for 

CPs. Vibration data for the CPs was utilised to develop the P-F curve for pump failure as a result of faulty bearings. 

The results were then used for establishing potential inspection activities. In cases where a single fault was studied, a 

classification accuracy of 100% was attained from the test programme. In cases where multiple faults were studied, a 

classification accuracy of 67% was attained. An overall classification accuracy of 76.5% was attained.  Furthermore, 

a P-F interval of five months was obtained, implying that inspections should be performed every two or three months 

for the bearings compared with the current schedule of one month. The tests demonstrated the possibility for improved 

fault classification and data driven maintenance planning when a CBM best practice approach is implemented 

effectively. Future work will investigate the ability of enhanced Artificial Intelligent (AI) techniques to improve the 

classification accuracies in the face of more complex operational conditions. 

Keywords:  Condition Based Maintenance, Centrifugal Pumps, Vibration Analysis, Failure Modes, Effects and Criticality 

Analysis, PF Curve 

 
1.  Introduction 

Centrifugal Pumps (CPs) are one of the most widely  
utilised assets in a number of industries globally. These 
assets are ubiquitous in safety critical systems such as 
those in Offshore Oil and Gas Production which require 
high levels of availability and reliability (Farokhzad, 
2013; Mahalik et al., 2012). With technological 
advancements, Condition-based maintenance (CBM) has 
emerged as the most prevalent type of Preventive 
Maintenance (PM) activ ity that is used for CPs.  In CBM 
sensor technology is utilised to monitor the condition of 
assets and thereby detect failures before they occur 
(Moubray, 1997; Beebe, 2004). CBM monitors a 
measured asset condition to determine deteriorat ion with  
time. It therefore allows for appropriate action to avoid 
catastrophic failures of CPs. One popular measureable 
quantity monitored includes equipment vibration. 

Vibrat ion Analysis (VA) is a CBM technique which  
measures the vibration levels present with various forms 
of asset condition (Farokhzad, 2013). The ab ility of VA 
to detect a wide range of equipment faults makes it  
perhaps the most versatile and thus widely applied CBM 
technique for monitoring most rotational equipment.  

While the application of CBM techniques to 
dynamic equipment is no new task, many organisations 
fail to realise the full benefits since the execution of a  
complete CBM best practice approach is not always 
adhered to. There have also been reports of defects such 
as cracks, gear defects and other bearing and electrical 
faults remain ing undetected (Mahalik et al., 2012). 
Current VA methods are unable to detect all incip ient 
faults and therefore there is still a need for frequent 
Correct ive Maintenance (CM) (A lbraik et al., 2012). 
Furthermore, Albraik et al. (2012) and Wang and Gao  
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(2006) have indicated that vibrat ion levels are dependent 
on operating parameters such as flow rate, suction 
pressure, output pressure, drive power, speed, bearing 
temperatures and others. In some cases, if the CBM 
approach is not implemented with a fu ll understanding of 
these conditions, faults may be misclassified. These 
factors have resulted in the need to  investigate whether a 
properly implemented CBM best practice approach can 
improve the fault diagnosis and aid maintenance of CPs.   

The aim of this work is to improve the maintenance 
planning process as applied to CPs by utilising a CBM 
approach. To achieve the aim, the steps of a  CBM best 
practice approach were determined through extensive 
literature research and compared  to industry practice at  a  
collaborating offshore oil and gas company. The gaps in 
the implementation process were noted and an 
experimental study was designed and applied to evaluate 
the extent to which the best practice approach, if 
properly implemented, can lead to efficient and effective 
maintenance planning. 

 In Section 2, this paper describes the common 
maintenance practices that are employed for CPs. Th is 
includes the currently applied CBM approach and the 
techniques which are applied. Sect ion 3 outlines the 
research process including the data co llect ion design and 
analysis process. Section 4 presents and discusses the 
results. Finally, Section 5 provides concluding remarks 
and suggestions for future work. 

 
2. Maintenance Practices for CPs 

Generally, there are two (2) main types of maintenance 
which are performed for CPs. These include Corrective 
Maintenance performed when unplanned breakdown 
occurs, and Preventive Maintenance. With the dawn of 
the Information and Communications Technology (ICT) 
tools, CBM inspections, a type of PM, have become 
ubiquitous the globe. Figure 1 illustrates the percentage 
of CBM techniques which have been applied for 
monitoring pump operation including lubrication  
analysis, infrared thermography and motor current 
signature analysis.  
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 
Figure 1. CBM Technologies Applied to CPs in the Literature 

However, the most common type of CBM techniques 
includes Vibration Analysis (VA) (Beebe, 2004). Th is is 
because VA is the most versatile of all techniques and it 
is adaptively useful at detecting a wide range of common 
failure modes that exist not only for CPs but for most 
rotating equipment. 

 
2.1 CBM Approach for Fault Diagnosis of CPs  

The basic CBM approach is conceived  as having three 
(3) steps including Data Acquisition, Data Processing 
and Maintenance Decision-Making (Jard ine et al., 2006). 
Over the years, authors have proposed variations to this 
general approach. Lebold et al. (2003) suggest seven 
modules in the CBM process including, Data 
Acquisition, Data Manipulation, Condition Monitoring, 
Health Assessment, Prognostics, Automatic Decision 
Reasoning and Human Computer Interface. Mohsen 
(2017) suggests four phases of CBM including Data 
Processing, Diagnostics, Prognostics and Maintenance 
Operation.  

In addition to these commonly applied stages, past 
applications of the CBM approach to CPs included 
proper definitions of the system boundaries and 
significant failure analysis. Failure analysis is a critical 
aspect prior to implementation of CBM since an  
abundance of different failures are possible for these 
assets. Although this is the case, researchers and 
practitioners note that only some of these failures are 
highly critical and require significant focus over others. 
Thus, failure analysis is essential in determining these 
failures prior to testing the capability of CBM for 
detection of incipient failures (Selvakumar and 
Natarajan, 2015).   

 
2.2 Failure Analysis of CPs  

CPs consist of many interconnected components which 
may fail in numerous ways. Each failu re can impact the 
overall operation of the CP d ifferently. Since 
maintenance resources must be wisely distributed, a 
Failure Mode, Effects and Criticality Analysis (FMECA) 
aids in scoping the analysis to only include those failure 
modes which  are most crit ical for pump operation. 
Several common failure mechanisms are noted in  the 
literature as pertaining to CPs, including unbalance, 
misalignment, bearing failure, seal failure, resonance, 
bent shaft, blade pass, vane pass vibrations, and 
cavitation (Mahmood, 2011).  

Due to the large number of possible failure modes it  
is impractical to use Condition Monitoring for testing the 
ability of CBM to  detect all of them. In such cases, 
techniques have been proposed and utilised which have 
aided practitioners and the authors to narrow these 
failure modes to a much more manageable level that can 
be tested. The Pareto technique (20/80) is an effective 
method which can be used to narrow the scope of these 
failure modes.  It involves of acquiring data for each  
failure mode such as frequency of occurrence and 
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plotting this data (in descending order) against the failure 
modes. The method is hinged on the basis of 20% of 
critical failure modes which causes 80% of failures. The 
modes can then be extracted from the graphical plot. 
Bejger et al. (2012) and Sheikh et al. (2002) have 
illustrated the use of Pareto for such analyses.  

Besides, several commonly applied techniques have 
been identified for performing failure analysis. These 
included FMECA, Root Cause Analysis (RCA), Fault  
Tree Analysis (FTA), the 5 Whys and Weibull Analysis. 
The most popularly applied technique was found to be 
FMECA, appearing in  55% of all reviewed studies.  

FMECA has the capability of examining potential 
failure modes as well as functional failures within a 
system and is able to analyse failure causes and effects, 
identify potential weak critical areas, and propose 
improvement measures (Ravi Sankar and Bantwal, 
2001). FMECAs can be both qualitative and quantitative 
in its examination of systems faults. Quantitative 
methods make use of a  Risk Priority  Number (RPN) 
which is the product of the occurrence, severity, and 
detection of the failu re mode. Mathemat ically, this is 
formulated as:  

RPN = Occurrence x Severity x Detection                    (1) 

Singh and Suhane (2015) applied a quantitative 
FMECA to examine CP faults and found the most 
critical (highest RPN) components to be bearings, the 
mechanical seal, impeller and shaft. Utilisation of the 
FMECA allowed for improvements in the selection of 
maintenance strategies. This meant an increase in  the 
overall profit by 36.74% per year through reductions in 
labor, downtime and part replacement costs.   

 
3. Research Framework 

This research was guided by the framework as developed 
and illustrated in Figure 2. It was developed subsequent 
to the literature research which identified the necessary 
factors such as data requirements and the application 
setting for CBM. The framework begins by determining  
and comparing the steps in CBM that are proposed as 
part of best practice as opposed to that implemented in  
the industry. This would indicate shortfalls in  the 
maintenance system.   

 
3.1 Determine the Steps in a CBM Best Practice 

Approach  

The literature research involved the init ial gathering of 
publications within eighteen (18) years from 2000-2018. 
These included sources such as journal and conference 
papers, PhD and  Masters theses and books. The 
publication search focused on finding work related to the 
following title areas ‘Vibration Analysis’, ‘Centrifugal 
Pumps’, and ‘CBM Approach’.  

A total of fifty (50) publicat ions were eventually  
obtained which were found to be relevant and current. 
Over the years, several authors have proposed variations 
to the CBM approach that have been applied to 

maintenance of CPs as discussed in Section 2. In this 
study, the analysis of reviewed literature has highlighted 
the following steps in the CBM approach that have been 
adopted for testing and validation purposes. These are 
depicted in Figure 3. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The Research Process Stages Adopted in this Study 
 
 
 
 
 
 

Figure 3. Steps of the CBM Approach 
 

 
3.1.1 System and Fault Definition 

The first step in the approach involves System and Fault 
Definition. One application of CPs involves utilisation as 
part of a  Fire Water Pump (FWP) safety system for most 
offshore platforms (Pettersen, 2009). In this work, the 
operation of CPs in this context was investigated since 
pump vibration data from an offshore oil and gas 
company will also be available for further collection and 
analysis purposes. The typical CP system comprises of a 
driver-driven series configuration with the driver unit 
being an electric motor in most cases which drives the 
pump. Failures of either the driver or driven units result 
in complete failure and downtime of the entire system 
and thus the boundaries that were assigned for the 
current study include both the motor and pump units.  

As mentioned in  the literature research, it  is often 
impractical to test and examine the effectiveness of CBM 
for detection of all potential failu re modes of CPs 
because of their abundance. Thus, in step two, 
techniques were used to determine the most critical 
failure modes for the current study. The first included a 
Pareto 20/80 as identified   in literature to be useful when 
identifying the few most critical failure modes which  
contribute to 80% of the failures. The Offshore 
Reliab ility Data Handbook (OREDA, 2002) lists a total 
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of 16 crit ical failure modes for CPs as spurious stop, 
external leakage-process medium, overheating, vibration, 
external leakage-utility medium, low output, breakdown, 
parameter deviation, high output, other, structural 
deficiency, noise, internal leakage, failure to start on 
demand, failure to stop on demand and erratic output. 
These were utilised in  the Pareto  Analysis to identify  the 
most critical failure modes. Subsequently, to effectively  
rank the crit icality of these failu res modes and identify 
faults which should be the focus of experimental testing, 
a quantitative FMECA technique was implemented. 
Figure 3 illustrates the process of Failure Analysis used. 
It illustrates the scoping of all failures for CPs down to 5 
CP faults with the highest RPN values.  

 
3.1.2 Data Acquisition and Processing  

Collection of the right data types is of paramount 
importance for such an application, since the ability of 
CBM to monitor fau lts with sufficient t ime before failure 
depends on the nature of the data collected. The selection 
of appropriate data collection instrumentation, allocation 
of data collection points and directions are all critical 
decisions for this stage.  

 
3.1.3 Fault Diagnosis  

In this study, time and frequency signal analysis was 
performed on the raw data to aid in detection of the 
faults. A classification accuracy performance metric was 
calculated and utilised to determine the accuracy of 
CBM for fault  detection. This metric is estimated only to  
illustrate the effectiveness of the current detection 
methods with respect to all the faults considered.  

 
3.1.4 Fault Prognosis and Maintenance Planning 

The P-F interval curve as defined in literature was 
constructed using a combination of theoretical and 
practical data. The data obtained from the P-F interval 
curve aids in planning inspection intervals for the asset.  

 
3.2 Study of Industry CBM Approach  

The literature research was conducted alongside the 
study of CP operation aboard an Offshore Production 
platform utilised as part of a fire water safety system. In  
the industry however, it was found that while the 
infrastructure for CBM implementation is in place, not 
all the stages of a CBM Best Practice are followed. 
Instead CBM is used simply to indicate that CP 
components are approaching an alarm limit  of wear and 
degradation. Such alarm limits are typically established 
by experienced personnel over time who were able to  
identify marginal vibration levels beyond which failure 
was imminent.   

 
3.3 Compare Both Approaches and Determine Gaps  

Subsequent to understanding the approaches proposed as  
‘Best Practice’, and those used in the industry, both were  

compared and analysed to identify areas for 
improvement. These are:  

• Since CBM was not employed in the initial stages of 
CP operation, in itial baseline data is missing for 
certain components.  

• The failure vibrat ion frequencies for certain  
components are missing, and as such faults in such 
cases remain undetected until it is too late.   

• While data were used to create alarm limits which  
dictate repair o r rep lacement points for CP 
components, they are not used further for fault  
prognosis and maintenance planning.  
 

3.4 Design of an Experimental Study to close the gaps   

An experimental procedure was subsequently designed 
for appropriate data to be collected and for validation of 
the best practice approach. The factors which influenced 
the experimental test size are listed in Table 1. Other 
factors which did not affect the number of experiments 
conducted but were considered for each test includes the 
number of lines, resolution, frequency span and window 
type.  

 

Table 1. The Controlled Parameters in the Experiments 

Parameters Designed Values 

Operating speeds 25Hz, 40Hz and 55Hz 
Measurement/Transducer location Vertical, Horizontal, Axial 
Number of Experimental Trials/ test 3 

 
 

The testing procedure was performed in two phases. 
The first phase tested the capability o f the CBM 
approach to detect a single fault  at a  point in t ime. The 
system was set up in five (5) d ifferent configurations 
each consisting of a single fau lt. Each faulted setting was 
labelled as unknown faults 1-5. The second phase tested 
the ability of the CBM approach to detect mult iple 
failures within  the system which is not uncommon in  the 
industry. The system was set up in three different 
configurations with each consisting of multip le faults. In  
addition, a baseline test for the system as it exists in 
‘good working condition’ was also included in  the 
procedure.  

This resulted in a total of nine  (including one 
baseline setting and eight faulted settings) settings of the 
system for which  data were co llected. Considering  the 
factors of operating speed, measurement direct ions and 
number of replications, the total number of trials 
conducted to collect data was calculated as:  

3 replications x 3 measurement directions x  
3 operating speeds x 9 experiments   = 243 tests. 
 

3.5 Perform Data Collection and Analyze the Results     

To collect data for testing s, an experimental test rig  
namely the Machinery Fau lt Simulator (MFS) was 
utilised. For this experimental apparatus set-up (to be 
similar to a practical pump set-up in industry), 
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modifications were made to the MFS system. For the 
purpose of this investigation, the accelerometer was 
mounted via a magnet at the horizontal and vertical 
locations on the bearing centerline to sense vibrations 
from radial forces. In the case of v ibrations from axially-
directed forces, the accelerometer was placed in the axial 
direction. The VibExpert II Data Analyser was utilised to 
collect data from the test rig and transmit to the PC. 
OMNITREND software was utilised for the data 
collection process (Pruftechnik, 2017).  

 
3.6 Case Study Application    

The procedure was subsequently applied to establish the 
PF curve fo r a  practical case study. Data were obtained 
from a collaborating company for motor bearings in two 
(2) firewater pumps A and B, where pump A is the 
stand-by pump that remains inactive unless otherwise 
switched on. This type of inspection used vibration 
analysis techniques to measure the RMS velocity of 
motors A and B over a period of time. The operating 
speed of the pump was recorded as 3,500 rpm. Using 
practical RMS velocity data for the inspection of motor 
bearings experimental RMS velocity data v ia the MFS 
system, the P-F curve was plotted to determine the point 
of potential failure (P) and hence the P-F interval. 

The results were gathered and analysed to assess the 
effectiveness of the CBM approach for fault  
classification.  

 
4. Results and Findings 

4.1 Failure Analysis 

From the Pareto analysis, the most severe and frequent 
failure modes (refer to Figure 4) were found to be 
vibration, overheating, external leakage-process medium, 
failure to start on demand and spurious stops. 
Consequently, these five failure modes were further 
analysed in a FMECA. From the FMECA, most critical 
causes of failure are misalignment, imbalance, defective 
bearings, cavitation and mechanical looseness. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Pareto plot for CP Failure Modes 
 

4.2 Singular Fault Testing 

The vibration spectrum obtained from measurements in 
three perpendicular d irections at each operating speed 
were obtained and then analysed. Key frequencies for 
faults pertaining to bearing and gearbox failures were 
calculated, and their p resence was used as indication of 
specific types of fault in the system.  

Figures 5 and 6 show some of these results. For an  
operating speed of 25Hz, the vibration spectrum in  
Figure 5 shows high axial v ibration at 1X, 2X and 3X, 
indicating angular misalignment. At higher operating 
speeds, the machine tended to produce stronger 
vibrations. This is also the case when the system operates 
at 40 Hz and 55 Hz. The spectrum showed a high  
increase the RMS velocity from 4.88 mm/s to 5.64 mm/s 
at 1X followed by a small 2X and 3X peak.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Vibration Spectrum in the Axial Direction at an 
Operating Speed of 25Hz Depicting the Presence of Angular 

Misalignment in the Motor 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Vibration spectrum for the vertical direction at an 
operating speed of 25Hz depicting the presence of inner and outer 

race bearing defect with respect to the motor 
 

 

The vibration spectrum for vertical measurements at 
an operating speed of 25Hz shows the inner race defect  
frequency (BPFI)  and  its  multip les,  as well as  the four 
times the outer race defect frequency (BPFO) (See 
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Figure 6). Th is indicates a bearing defect with respect to 
the inner and outer races of the bearing. At an operating 
speed of 40Hz, the defective rolling element frequency 
(BSF) and its multip les are visible on the vibration 
spectrum in the radial direct ions The defective rolling  
element frequency and its mult iples are also visible in  
the vibration spectrum for the radial directions at an 
operating speed of 55 Hz.. 

Phase 1 of the testing and validation investigated 
singularly tested faults. Table 2 lists the results for these 
tests. Root Mean Square (RMS) velocities and Fast 
Fourier Transform (FFT) analysis were utilised to 
diagnose the faults. The Table lists the predicted and true 
faults allowing for comparison . The results show a total 
classification accuracy of 100% for this phase of testing.   

 

Table 2. Results Obtained for Phase 1 of the Testing and 
Validation for Singular Faults 

Fault  
# Predicted Fault(s) True Fault(s) 

1 Inner race bearing defect 
with respect to motor 

Inner race bearing defect 
with respect to motor 

2 Angular misalignment of 
shaft 

Angular misalignment of 
shaft 

3 
Defective rolling element 
bearings (motor) 

Defective rolling element 
bearings (motor) 

Cavitation in pump Cavitation in pump 
4 Unbalanced motor Unbalanced motor 

5 
Bowed rotor which may 
have been caused by a 
broken rotor bar 

Broken rotor bar in motor 

Classification Accuracy:100% 

 
 
4.3 Multiple Fault Testing  

The second phase of tests involved combinations of up to 
four (4) faults with in a single run. The classification  
accuracy attained was 67%. The results are shown in 
Table 3.  
 
 

Table 3. Results Obtained from Combinational Fault Testing 

Fault 
# Predicted Fault(s) True Fault(s) 

6 

Bowed rotor which may 
have been caused by a 
broken rotor bar 

Broken rotor bar in motor 

Unable to Detect Fault Misalignment between 
pump and motor 

Base plate of pump loose Base plate of pump loose 
Cavitation in pump Cavitation in pump 

7 

Defective rolling 
element bearings (motor) 

Defective rolling element 
bearings (motor) 

Unable to Detect Fault Misalignment between 
pump and motor 

Unable to Detect Fault Defective blade fan in 
motor 

Cavitation in pump Cavitation in pump 

8 
Unbalanced  motor Unbalanced motor 

Unable to Detect Fault Defective blade fan in 
motor 

Base plate of pump loose Base plate of pump loose 

Classification Accuracy: 76.5 % 

It is noted although that misalignment and defective 
blade fans were the two fau lts that were undetected in 
cases where others within the combination were found. 
From both phases 1 and 2 of testing, the final overall 
classification accuracy was 76.5%. 
 
4.4 P-F Interval Determination  

One of the key steps subsequent to fault diagnosis is 
utilising the machine condition covariate data to aid in  
fault prognosis and maintenance planning efforts. To 
illustrate that this was possible, vibrat ion condition data 
were collected from the organisation for the CPs 
operation for a  period of twelve (12) months. The 
operational speed provided was 3,500 RPM. 

To develop the P-F curve required, the baseline and 
fault condition read ings would be required. Since 
vibration analysis began on the CP system only 
subsequent to a few years of pump operation, precise 
vibration readings with respect to the ‘Good Operating  
Condition’ were not stored. Data records of vibration  
readings were not specified fo r a ‘roller element bearing  
failure condition’. To obtain this data for the P-F curve, 
the MFS was set up to operate at 3,500 RPM (the same 
running speed as the CPs in the industry) and the 
vibration condition read ings observed under ‘good 
working condition’ and ‘a ro ller element bearing fau lted 
condition’. These readings were plotted on P-F curve 
shown in Figure 7. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. The PF Curve for Motor A 

 
 

The theoretical baseline and failure condit ion 
readings were superimposed on the trending data 
obtained from the organisation. The baseline conditions 
and faulted conditions were obtained from the 
experimental study as well as projected baseline and 
mach ine fault conditions for the company. Although 
these values were close, there were slight differences as 
shown in Figure 7.  

These differences can be attributable to the difference 
in operating conditions, since the MFS produced values 
in a relat ively controlled environment as opposed to the 
industrial setting. The motor-pump system used at the 
company had different specifications and capacity and 
the operating environment itself was different. The 
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general baseline readings observed from the company 
data was found to be 1.1 mm/s. This is 0.14 mm/s greater 
than 0.96 mm/s found from the experimental study.  

The machine fault  condition for a  ro ller element  
bearing fault from the organisation data was found to be 
1.55 mm/s, while 1.44 mm/s was obtained from the 
theoretical tests. With the general curve plotted, it was 
noted that the deterioration condition for the ro ller 
element faulted bearings began at 1.12 mm/s. This was 
taken as the potential failure point P and thus the P-F 
interval calculated as 5 months. This implies that from 
this potential failure point P, the company can then plan 
maintenance inspections to a suitable interval to avoid 
corrective maintenance on the bearing.  

As a rule of thumb the inspection interval is utilised 
as half or one-third of the P-F interval in some cases 
(e.g., Blann, (2013), and Moubray (1997)). The results 
illustrate that the organisation should perform 
inspections on the bearings every two or three months. 
Currently, inspections are done on a monthly basis. 
Considering the cost of inspections, there could be a 
potential cost savings..  

 
5. Conclusions 

The benefits of applying a CBM Best Pract ice approach 
have been well reported in the literature. Although this is 
the case, many companies fail to realise these benefits 
due to improper application of the approach. This study 
sought to investigate improvements in fault diagnosis 
and maintenance planning when a CBM approach is 
applied to CPs. Init ially, the steps in the best practice 
approach were identified from the literature, and 
compared with that applied to a set of CPs used in the 
fire water system aboard an  offshore production 
platform. Subsequently, the gaps were found, and an 
experimental procedure designed and implemented to fill 
these gaps and illustrate the applicability and benefits of 
applying the approach in full.  

Although the CBM data was collected by the 
organisation, it is not always analysed in a manner which  
would facilitate efficient fau lt diagnosis and maintenance 
planning. The experimental tests produced data which 
would aid fault diagnosis capabilities for p rognostic 
decisions of CPs.  

A fault classification accuracy (FCA) of 100% was 
obtained for fault d iagnosis of singular fau lts, 67% for 
multip le combinations of fau lts and an overall 
Classification Accuracy of 76.5%. In  addition, the P-F 
curve for the FWP motor was obtained from which a PF 
interval of 6 months was attained. This could potentially  
be utilised to plan maintenance activities for the motor. It  
should be noted that the classification accuracy is based 
on the number of trials undertaken in this study which 
were three (3) trials per failure for this work.  

The work performed  has introduced several key  
innovative contributions:  

1. The use of two failure analysis techniques including a 
Pareto technique and a FMECA for determination of 
the most prevalent failure modes and ranking the 
criticality of those faults. Although the failure 
analysis technique has been applied extensively in the 
past, the combination of Pareto and FMECA proved 
to appropriately scope the large numbers of failures 
and allow for focusing of the experimental testing 
procedure whilst maintain ing the effectiveness of the 
CBM approach.  

2. The approach was tested using two phases. The 
second phase incorporated multip le combinations of 
faults which allowed for a much more realistic  
representation of the work conducted.  

3. The approach has uniquely combined both the 
theoretical data and practically collected industry 
data to plot the PF interval curve which can aid the 
company in planning maintenance in a much more 
evidence-based manner.  

4. While the current method represents a pragmatic 
approach towards P-F interval estimat ion, the method 
is best suited for cases where the uncertainty in the P-
F interval o f failu res is negligible. It should be noted 
that alternative methods such as the use of 
Proportional Hazards Modeling (PHM) in  
combination with covariate data and Delay-Time 
models could be utilised when this uncertainty cannot 
be ignored.  

The use of other vibration analysis techniques such as 
phase analysis and orbital analysis could potentially  
increase the classification accuracy from 76.5 % 
significantly. As a result, future work could investigate 
1) the use of a  combination of vibrat ion techniques in 
fault diagnosis of other types of pumps, turbines or 
generators, 2) the use of o il and acoustic analysis in  
pump maintenance, and 3) the vibration and flow in  
cavitation in pumps. 
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Abstract: This paper presents a method of analysis and, potentially, design of innovative engineering programmes, 

mainly focusing on the level of interaction between engineering disciplines, meeting requirements for professional 

accreditation and meeting requirements for the skilled work-force in the place of implementation. The programmes are 

in line with the standards of the UK Engineering Council. Hence, design of curricula had to encompass a number of 

elements, and demonstrate that they are safeguarding the quality requirements of the professional engineering 

institutions. The core building construct is outlined. The proposition is developed that sharing components of 

engineering programmes of study across diverse disciplines is beneficial in preparing students for engineering of the 

future. Some metrics are proposed, based on fuzzy logic approach to establish membership functions for measuring 

interaction between the programmes, and the emphasis of the programmes on particular aspects of engineering 

learning outcomes. It is demonstrated how such metrics can be used in designing and analysis of modern engineering 

programmes. Furthermore, to exemplify the proposed approach, the paper outlines the methodology of establishing 

and analysing the link between academic contents and practical “shop-floor” skills, both of which are required from 

engineers in modern industry.  It is felt that the approach used and the experiences gained may assist academics who 

are considering establishing similar or related type programmes of study and may also be of value to institutions 

undergoing transformation. 

Keywords:  Professional Engineering Competencies, System based curriculum design, Mapping of learning outcomes, 

Curriculum design, Workshop skills 

 
1.  Introduction 

It is widely accepted that France, through the creation of 
technical institutes in the eighteenth century, formalised 
the engineering disciplines. The first institute, the Ecole 
Polytechnique was established in Paris in 1794 
(Bugliarelo, 1991).  It is therefore justifiab le to conclude 
that all engineering disciplines, in the time of little  
knowledge generation, have started from a single 
discipline namely military engineering as documented by 
Encyclopaedia Britannica (Encyclopaedia Britannica, 
1779). Figure 1 shows a schematic approximat ion of the 
historical evolution of engineering disciplines as 
suggested by Tadmor (2006). 

As knowledge in general, and particularly  
engineering knowledge, began to accumulate in  the 
following years, decades and centuries, and in order to 
equip professionals with the appropriate total sum of 
skills and specific discipline knowledge, engineering  
education tended to continuously diverge. One may  
argue that the basic/fundamental disciplines of 
engineering are: Civil, Mechanical, Electrical and 
Chemical. However, as time progressed, many sub-
disciplines emerged and eventually became disciplines in  

their own right, for example Electronic Engineering, 
Computer Engineering and Manufacturing Engineering.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

 

 
Figure 1: Branching of Engineering through time 

Source: Abstracted from Tadmor (2006) 
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As those emerging discip lines tried to find their own 
identities, this was accompanied  by vanishing 
commonalities not only between engineering and non-
engineering disciplines, but also between the engineering 
disciplines themselves. At a point in  time, these 
disciplines appeared to be self-contained as if not 
affected by the larger body of knowledge. Th is was 
noticeable until the middle of the twentieth century 
(Rugarcia et al, 2000).  

Today however, engineers do not work in  isolation, 
but they work in the context of enterprises, cultures and 
communit ies, which represents divergent interests and 
perspectives.  If one accepts that engineering education 
in the twentieth century developed based on the 
emerging science revolution, which led to science based 
curricula, then it is notable that the twenty-first century 
now sees the fusion of science and technology which 
will not only b lur the d ifference between engineering  
disciplines but also between science and engineering. 

In the past few decades, there has been an increasing 
demand for the integration of engineering education. 
This is accompanied by increased awareness of the vital 
importance of multi-disciplinary, socio-cultural and 
economic development, which young, successful, 
emerging engineers will encounter. At the same time, 
higher education is facing challenges, includ ing new 
technologies changing the ways in which knowledge is 
produced, accessed, disseminated, managed, and 
controlled.  Cu ltures and societies have become 
increasingly knowledge-based so that higher learning  
and research now act as essential components of cultural, 
socio-economic and environmentally  sustainable 
development of individuals, communities and nations.  

Consequently, the picture of contemporary 
engineering is a dynamic one, changing at a fast pace. To 
illustrate the changes, the authors propose a graphical 
representation as presented in Figure 2. It attempts to 
demonstrate the engineering disciplines with the 
progression of time. Discipline specialisations have 
matured and expanded with time and have, in part, 
overlapped with neighbouring disciplines (Mechanical, 
Electrical, Civ il, Chemical Engineering), resulting in  
some instances, in the creation of newly formed  
disciplines, such as Mechatronics. 

In the dynamic world of today such disciplines are 
not necessarily self-contained, as was the case in  the 
past. Instead, they all draw from the increasingly  
common and expanding base of knowledge and tools 
(often software related) to  solve engineering design 
problems. Therefore, even if new d isciplines are created 
and named, they substantially  overlap with other (old  
and new) disciplines. 

In this article, the authors combine their 
amalgamated experience from working in engineering  
higher education institutions in different countries, to 
discuss aspects of analysis and design of modern 
engineering curricula, in particular through exploration  
of synergies between different engineering programmes.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Black spots indicate clusters for potential new disciplines being created. 

Figure 2. Evolution and expansion of engineering disciplines over 
time, from earlier to later 

 
To illustrate the concept, a proposed degree 

programme in Automotive Engineering is presented. The 
context is that of an Engineering Facu lty/School 
comprising a number of programmes: Civ il Engineering, 
Electronic Engineering (with focus on Avionics), 
Petroleum Engineering, and Automotive Engineering. 

In setting out to create a new suite of engineering  
programmes or in revising an existing one, the attention 
is focused on: 
• Accreditation of an engineering degree programme: 

successful accreditation will ensure that the 
programmes developed have been designed to meet  
the highest standards set by the engineering 
professions. In this paper, the authors focus on 
professional accreditation with the Engineering  
Council United Kingdom (UK), in order to afford 
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students in turn the opportunity to become registered 
incorporated (IEng), and later Chartered  (CEng) 
engineers.   

• Resource implications: In particular, the number of 
staff required  to teach and the facilities (including  
laboratories and workshops) which are needed. This 
closely linked to the number of units of study 
(modules) to be attributed to a given programme. 

• Needs of industry in the region of implementation of 
the programme: Which engineering disciplines are 
considered; also, which specific  sub-disciplines and 
specific practical skills (e .g. in relation to particular 
technical equipment) are required. 

Towards achieving the goal of satisfying the 
standards of professional accreditation, the requirements 
are set out in the document the UK-SPEC Standard for 
Professional Engineering Competence (UK-SPEC, 
2014). The UK-SPEC requires achievement of five 
Specific learning outcomes and four General learning 

outcomes.  The specific learn ing outcomes, as required 
by Engineering Council UK (ECUK, 2014) are briefly  
summarised below: 
• Science and Mathematics (SM): Graduates are 

required to possess knowledge and understanding of 
underpinning scientific principles and methodology, 
thus attaining the mathematical and statistical 
methods necessary for their education in their 
engineering discipline (and beyond). 

• Engineering Analysis (E): The requirement is that 
graduates be able to apply engineering principles, 
quantitative and computational methods to solve 
engineering problems. Ability to use a system 

approach is noted herein. 
• Design (D): Focus is on the ability of developing a 

viable product or system to satisfy product 
specification. The graduates should be able to  
consider business needs, customer needs, product 
aesthetics and environmental impact. Further, they 
should be able to effect ively exp lain their work to  
non-experts. 

• Economic, legal, social, ethical and environmental 
context (S): It is necessary that engineering 
graduates be aware of environmental and societal 
impacts that engineering activit ies may impose, and 
are able to manage those impacts accordingly. 

• Engineering practice (P): Students should encounter 
elements of practical engineering work while 
studying, prior to entering the engineering 
workforce as graduate professionals. 

The detailed list of Learning Outcomes related to each of 
the above areas (from ECUK, 2014) is provided in the 
Appendix-1. 

Reflecting on the aforementioned “specific” learning  
outcomes it is difficult to escape a conclusion that, 
although there will be components (competencies) which  
are specific  to an engineering discipline nevertheless 
many components will be common across most (if not 

all) discip lines. It has been recognised that commonality  
in “Design” can be particu larly beneficial. Through 
focused education in design, clear emphasis is placed on 
integration of combined engineering and non-
engineering considerations through implementation of a 
system’s based approach. The area wherein is potential 
for least overlap is perhaps “Engineering Practice”. Th is 
may only be achieved through practice in the selected 
discipline, o ften associated with specialist laboratory 
and/or workshop experience. 

The UK-SPEC General Learn ing Outcomes (GT) 
cover, in summary, specific areas of personal 
development such as (i) Prob lem solving, 
communicat ion skills, use of IT facilities, (ii) Planned 
self-learning (Continuous Professional Development 
(CPD)), (iii) Being able to plan and carry out a personal 
programme of work, (iv) Exercising personal 
responsibility. 

Many of the learning outcomes (including design, 
economic, legal, social, environmental and ethical 
considerations) augment the requirements expected of 
today’s engineering graduates.   These requirements are 
sometimes grouped holistically under the umbrella of 
“General or Transferrable Skills”. 

The authors passionately believe that, of these 
general skills, the ability to embed the concept of student 
(and graduate) self-learning, is a critically important 
aspect in engineering (and other) programme designs. In 
doing so, it is vitally important that programmes be 
designed for accreditation at Honours level, thus 
including a substantial project work. An important point 
to bear in mind is that the “weighting given to different 
areas of the above will vary accord ing to the nature and 
aims of the programme”, i.e. not every outcome will be 
covered by the same number of modules. 

Both the Professional Engineering Institutions and 
Engineering Council UK encourage the accreditation of 
innovative engineering programmes to reflect the new 
delivery and content. It is postulated that an emphasis 
should be placed on a system approach and on inter-
disciplinarity. Furthermore, it is proposed that this could 
be effectively achieved only v ia a holistic system based 
design of curriculum with substantial overlaps between 
the engineering degree disciplines. 

The authors accept that a counter argument may be 
made that the ECUK learn ing outcomes could be 
delivered by developing and operating engineering 
programmes separately for each discipline, without 
inclusion of overlap. However, it  is our belief that such 
an approach would be not effective in terms of ut ilisation 
of resources.  Moreover, and more importantly, it will 
not be effective in terms  of preparing the students for the 
engineering world of the future, wherein  
interdisciplinarity and a systems based approach to 
engineering education is expected to predominate. 

Towards meeting the local industrial requirements, a  
fundamental tenet of programme design is that of 
Engineering Practice. Often engineering practice is 
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linked solely to laboratory and/or workshop experience 
of the related discipline of study. Hence, it is expected to 
differ from discipline to discipline and, even within  one 
engineering discipline it  will depend strongly on the 
localisation where the programme is implemented. 
 
2. General Set-up of the Curriculum 

The curriculum presented here refers to an exemplar 
programme, which has been created based on the 
authors’ amalgamated knowledge and experience of 
different engineering colleges and universities. Its 
development is based on the systems approach. The core 
building-blocks of the degree programmes are as 
follows: 
• Problem-centric learning: This is an approach in 

which students tackle a carefully constructed set of 
‘problems’, generally engineering projects of 
growing scale and complexity.  

• The ‘upside-down’ curriculum: This approach 
moves material on engineering applications to the 
earlier stages of education in order to motivate, more 
strongly, the students’ interest in fundamental 
mathematics and science that can otherwise seem 
dry and indigestible. 

• Mathematics in context: The teaching of engineering 
mathematics by engineers and presented in an 
‘applied’ setting, rather than by mathematicians in a 
more rigorous ‘proof-oriented’ style that is 
ultimately less accessible. 

• Design orientation: Many engineering programmes 
place a substantial emphasis on analysis, but 
creative synthesis, that is design, is a central, 
perhaps defining act ivity in engineering and must be 
central to a curriculum. Engineering students need 
design experience and in  particular should, from an  
early stage, be working on ‘real p roblems’ with ‘real 
customers’ and in interd isciplinary teams, such as 
they would experience in the workplace. 

• Combining simulation, and laboratory: The use of 
sophisticated simulation has transformed  
engineering education; however, there is no 
substitute for laboratory and practical training  
facilit ies. Many training organisations and their 
industrial partners find there is a need to develop 
and combine the theoretical learning with practical 
application. The addit ion of country-specific  
competences and the need for mult i-skilling requires 
the introduction of innovative approaches that blend 
with theoretical delivery and utilising virtual 
learning or simulation platforms that safely and 
logically lead the student to real time applications in  
laboratories and workplaces. 
The above are all connected through the central 

themes of safety and sustainability, transferable skills 

development and management and entrepreneurship. 
The approach to teaching and learning in all engineering  
programmes is one based on engineering systems 

combined with engineering pract ice. Such an approach 
will inculcate in the students an understanding of the 
impacts and consequences of engineering decisions on 
issues of safety management, economics and 
environmental pollution. 
 
3. Analysis of the Resulting Curriculum Set-up 

3.1 Meeting the Requirements for Professional 

Accreditation: ECUK Learning Outcomes 

Documentation to demonstrate that the designed 
programmes meet the outcomes as set out in Section  2 
above, requires complet ion of a  learning outcomes 
matrix. This document is crucial to demonstrating that 
the programme meets all the required learning outcomes. 
The matrix lists all the modules (units of teaching) 
covered by a programme of study and all ECUK learning  
outcomes (generic and specific). For each module, the 
matrix specifies wherein  it  contributes towards a specific  
learning outcome, by means of a “tick” at the appropriate 
cross-section of module and learning outcome in the 
matrix. The “t ick” is therefo re interpreted as a statement: 
“a given module belongs to the set of modules 
supporting a given Learning Outcome”. Working with  
variety of academics in different countries the authors 
encountered different approaches to filling-in the output 
standard matrix. Some people tend to be quite 
conservative in their judgement and only tick a g iven 
learning outcome for their module if it is fully covered.  

A problem with this approach is that a substantial 
amount of information about modules contributing to a 
specific learn ing outcome would be lost. For illustration, 
say a Learning Outcome: E2. Ability to identify, classify  

and describe the performance of systems and 

components through the use of analytical methods and 

modelling techniques (see Appendix 1) is covered in  two  
modules: one focusing on analytical methods and 
another focusing on modelling techniques. A 
“conservative” academic would not tick any of those 
modules against the Learning Outcome E2, because none 
of them is realising it fu lly. However, those two together 
would fully address the requirements of this particular 
learning outcome.  

On the other hand, some academics tend to be 
liberal / generous with their assessment. Taking for 
illustration the same Learning Outcome E2, a module 
can only address “ability to identify  the performance of 
components” and still receive a “tick”. Theoretically, 
there is nothing wrong with such approach, as long as the 
rest of the Learning Outcome E2 is covered somewhere 
else in the programme of study. (The task of the 
accrediting body would therefore be to verify such full 
coverage, based on the detailed contents of module’s 
delivery and assessment). However, a vital information  
about the function and position of a given module in the 
bigger picture of the programme of study would be lost 
of at least diluted. 

Therefore, it has to be appreciated that the numerical  
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analysis of how the ECUK learning outcomes are met, is, 
by its nature not an absolute or precise science and 
carries a degree of subjectivity. The reason for this is that 
a given learning outcome is generally only partially  
fulfilled in any given module. Taking another example: 
in addition to dedicated modules in higher mathematics, 
underpinning of mathemat ical concepts is normally also 
addressed via more generic engineering modules, 
including Control Systems, Signal Processing, and 
Thermodynamics. A question may be posed: to what 
extent a given module meets the requirements of a 
specific learn ing outcome? Such a question, and analysis 
based on answer to it, could be useful in programme 
design or re-design, by allocating weight of different 
modules to different learning outcomes. Possible 
answers may be:  not at all, to a small extent, partially, 
almost completely, or fully. In assigning numerical 
values to this questionnaire a fuzzy logic tool may be 
applied. 

Zimmermann (2000) and Meier et  al. (2008) apply a 
fuzzy classification which the authors have adapted here 
to analyse the above proposition. In this approach, ϵ an 
element x is classified as belonging to a set Λ with a 
degree of membership, called membership function μ.  

  (1) 
This is in contrast to “crisp” classification where: 

   (2) 

In fuzzy classification, for indiv idual members, the value 
of the membership function may vary between  0 and 1. 
Considering as elements the modules on the programme 
of study, the membership functions are subjectively 
assigned to each module, in terms  of “belonging” to a 
given Learning Outcome (set Λi).  

Table 1 provides an example of fuzzy classification  
performed for one programme of study: Automotive 
Engineering, The programme has 23 modules (elements). 
All modules, except for the final project, have the credit 
value of 20 cred its each whereas the final pro ject module 
has a credit value of 40 credits. Hence, the total number 
of credits for Diploma in Higher Education is 360 and 
for Bachelor (honours) in Engineering (BEng) is 480 
credits. The modules are as follows: 
Level 3 (Engineering Foundation): 

Algebra and Geometry 
Engineering Physics 
Electrical Engineering 
Engineering Materials 
Engineering Systems Design 1 
Introduction to Electrical Machines 

Level 4: 

Engineering Mathematics 
Engineering Systems Design 2  
Environmental Engineering 
Thermodynamic Systems 
Thermal Systems Engineering 1 
Mechanical Systems  

Level 5 (Diploma in Higher Education): 
Safety Engineering  
Group Design Project 
Engine and Transmission  
Thermal Systems Engineering 2  
Vehicle Chassis and Aerodynamics 
Engine Management Systems 

Level 6 (Bachelor of Engineering - Honours): 
Engineering Management 
Individual Project (double module) 
Engineering Maintenance  
Advanced Vehicle Design  
Alternative Energy Systems 

The fuzzy membership functions of those modules 
are assigned for 32 learning outcomes (32 sets Λi  I = 
1,…,32). The assignment has been performed by 
analysing the module descriptor for each module and by 
inspecting the format of its delivery. The detailed  
description of those learning outcomes, which comes 
from the specification of the UK Engineering Council 
(UK-SPEC, 2014; ECUK, 2014), is provided in 
Appendix 1. 

As an example, to illustrate this approach, take 
Learn ing Outcome: SM2. Knowledge and understanding 

of mathematical and statistical methods necessary to 

underpin their education in their engineering discipline 

and to enable them to apply mathematical and statistical 

methods, tools and notations proficiently in the analysis 

and solution of engineering problems, in the module: 
Thermodynamic Systems. Analysis of the delivery plan  
of this module shows that 10% of time is devoted to 
enhancing students’ knowledge and understanding of 
mathematical methods (partial differential equations) and 
further 20% to applicat ion of those methods to solutions 
of engineering problems. Statistical methods are only 
mentioned (5%). More importantly, and consistent with 
the analysis above, inspecting the assessment of the 
module reveals that approximately 20% of the marks 
which can be obtained are related to mathemat ical skills 
whereas the remaining 80% can be linked to other 
aspects/knowledge covered in the module. Hence, the 
value of membership function has been assigned as 0.2. 
It has to be stressed again that such assignment carries a 
substantial degree of subjectivity – hence fuzzy-set 
approach. 

Nevertheless, is more accurate than “zero” o r “one”. 
The next step is to combine the learning outcomes into 
groups, as specified by ECUK. This can mean for 
example that the sets: SM1, SM2, SM3 are added 
together to form a single set: Science and Mathematics. 
The membership of each element in  this new set (sum of 
three) is defined, according to Fuzzy logic rules, using 
the Max function (x OR y = maximum(truth(x), 
truth(y))). Hence:  

  (3) 
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Table 1. Fuzzy Classification of the Learning Outcomes 
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In the final stage, the modules are grouped into three 
sub-sets with respect to their sharing status. “Sharing” 
identifies the modules as: shared with all other 
departments (A), shared with some other departments(S), 
and not shared (N). For each sub-set of modules, the 
membership function in a g iven Learning Outcome is 
calculated as an average (rather than a maximum) of the 
individual members functions. The result is then de-
fuzzyfied by scaling the membership functions to the 
range 0:100%. 

Figure 3 shows the percentage contribution to 
Learn ing Outcomes by modules which are: Department  
specific, shared with other Departments, not shared. It 
should be emphasised that this is an illustration and it is 
for the Automotive Engineering specialisation only. 
However, from the authors’ experience, and from other 
departments’ specialisations at different institutions, 
similar shared trends emerge. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Assessment of contribution to learning outcomes by the 
modules: shared by all (common) shared by some, and not shared 

 
 

Another representation of the same data is shown in 
Figure. 4. In this instance no scaling has been applied, 
hence the bar-chart places emphasis of the programme 
towards particular aspects of ECUK Learning Outcome 
objectives. As can be seen, this example is of a  
programme with a substantial component of Engineering  
Practice. 
• Science and Mathemat ics:  The underpinning 

knowledge is mainly  achieved in common modules 
such as Algebra and Geometry, Engineering  
Mathematics, and Engineering Physics. Hence, a  
high percentage of modules are shared by all. 

• Engineering Analysis: The required competencies 
are developed evenly throughout all years of study, 
with comparab le contribution from common 
modules, and shared modules. 

• Design: A h igh percentage of Engineering design 
outcomes is achieved via the specific design 
oriented modules at all levels of study. The design 
stream of the programme is based on the Melbourne 
model (Smith and Hadgraft, 2007), which adopts a 

systems based approach. These modules are shared 
by some Departments, while d ifferences are 
accommodated in department specific modules. 

• Economic, legal, social, ethical and environmental 
context: Th is aspect of education is equally covered 
by modules common to two or more, and also to all 
departments. A large level of commonality is 
present but there are also some discipline specific  
aspects which must be taken into account, e.g. 
Electronic Engineering may share with Civil 
Engineering some aspects related to energy 
conservation (smart homes); and may share with  
Automotive and Petroleum Engineering, other 
aspects – relating fo r example to air pollution from 
combustion engines. These topics will be covered in  
modules shared by some, but not by all departments. 

• Engineering practice: Herein the discipline specific  
modules, with associated workshop practices have a 
dominant effect. However, students also acquire a 
substantial amount of engineering practice through 
the laboratory and workshop sessions, which are 
shared among two or more departments. 

• General Learn ing Outcomes: From the performed  
analysis it can be concluded that a majority of 
contribution to general learn ing outcomes comes 
from the Design oriented modules, which are 
common to  all departments. The contribution of 
non-shared modules is the lowest. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Assessment of the level of contribution to learning 
outcomes by the modules: shared by all (common) shared by some, 

and not shared – not scaled to (0:100%) 
 
 
4. Design and Re-design Engineering Programmes 

Students entering the higher education, in most cases, are 
doing so expecting benefits for themselves and for the 
society, meaning that their degrees will be recognised 
and valued on the job market. It is a duty of the 
education providers to ensure that the students’ 
expectations, with this respect, are met. It is therefore 
paramount that the engineering degree programmes are 
accredited, i.e. they meet  all the learn ing outcomes, as 
specified, for instance, by ECUK. After fu lfilling this 
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requirement, there is still a  degree of flexib ility in  
designing the programmes, to address the needs of local 
job markets and/or the emerging trends in engineering 
and technology. Using the fuzzy set approach, described 
above, can be a useful tool in addressing this goal. 
Assigning fuzzy membership values to different modules 
with respect to different learn ing outcomes would signify  
the “weight” or importance that is given to any of the 
learning outcomes. Hence, it will show the bias of the 
degree (programme of study) towards a particular profile  
of the graduate.  

The analysis presented above would enable the 
educators to take a holistic view of the programmes of 
study, to examine how the development of different 
types of abilities in students progresses in time –  by year 
of study, and in space – by module/unit of study. 
Furthermore, it could be assessed whether some of the 
learning outcomes require further expansion in  the 
programmes, o r, perhaps contraction. From the 
performed analysis, the attention can be then directed to 
specific modules.  

If a  new or modified degree programme is 
considered for introduction, to an institution already 
running accredited programmes, the analysis presented 
above will be helpful is assessing how such a programme 
could share modules with other existing programmes. 
Starting with  the desired profile o f the graduate, firstly, 
the technical contents of a programme would be 
established. This may result in  a provisional list of new 
modules that need to be developed.  Next stage would be 
to map the profile into “weights of contribution” of 
specific learn ing outcomes. Further, a function showing 
contribution to learning  outcomes in  existing 
programmes (similar to Figure 4) would be compared  
with the desired profile of the graduate, hence showing 
gaps and identifying those learning outcomes which need 
to be addressed in the newly introduced modules (with  
their desired fuzzy membership functions). This would  
also indicate the resource implicat ions. Only after this 
analysis, one can proceed to designing the actual 
contents of the modules/units of study.  

As an example of this approach, consider a design of 
a programme of study, which is to be leaned towards 
practical, workshop, shop floor skills, i.e. discip line 
specific engineering practice. 
 
4.1 Discipline Specific Engineering Practice 

It is the authors’ experience, from their personal career 
backgrounds, that the usefulness and therefore the 
attractiveness of engineering degree p rogrammes is 
proportional to the amount of practical skills, readily  
deployable in a work-p lace, which the students acquire 
in their term of study. For instance, most of UK 
universities offer so called “sandwich courses”. In those 
courses, students spend one year working in industry, 
normally between year 2 and 3 of their degree. Then, 
they return to University to complete the final year of 

bachelor degree. Note that the “sandwich year” is 
addition to the academic credits acquired during their 
course. Hence, all the required learning outcomes, for 
instance related to analytical or design skills are fully  
covered in the academic programme of study. The 
“sandwich year” equips students with addit ional skills, 
which make them more ready for the work place.  

It is well documented (Brooks, 2012; Wickware 
2016) that the employability indices for those students 
who take “sandwich courses” are much higher than for 
other students. Quite often, the graduates end-up 
working in the company where they spent their 
“sandwich year”. During the “sandwich year” the 
students work in an industrial company in different 
engineering positions, acquiring practical skills and 
experience. Those may be called “workshop” or “shop-
floor” skills.  

At a first glance, it may be seen to contradict earlier 
argument that the courses should be focused towards 
transferrable skills. In answer, it should be pointed out 
that the workshop skills can also be taught as 
transferrable skills, taking into account the fast changing 
environment of relating engineering activ ities. In  fact, it  
has been observed that when the students are confronted 
with the reality of engineering manufacturing or 
maintenance, which sometimes lags behind the 
theoretical state-of-the-art developments, this prompts 
their better understanding of necessity to be prepared for 
change management and for continuous professional 
development.  

Hence, the students can also enhance their design 
skills, by being exposed to industrial constraints and 
limitat ions of the production/manufacturing process. 
This is a well-known issue, and those institutions which 
take engineering education seriously manage it  
effectively, either via a module of “industrial 
placement”, taken for example by students during the 
summer break;  or more extensively, as a  “sandwich 
course” comprising one year of students’ time, fully  
seconded to an industrial partner. An alternat ive solution, 
presented here, is that the industrial practice is 
incorporated evenly during the academic year, thus being 
delivered in parallel with academic modules. This may  
pose a logistical challenge but the advantage is that the 
development of engineering pract ical skills can be 
synchronised with students’ progress in theoretical 
aspects, delivered in other modules. 

Additional motivation in development of this 
particular approach is in compliance with ECUK 
requirements for “engineering practice”, as exp lained 
earlier. A  further factor, in this part icular course design 
example, is to comply with country-specific skill needs; 
in the knowledge that some students will choose to 
graduate at Level 5 Dip loma in Higher Education and 
will be seeking employment in a more ‘technician’ 
oriented role. Hence, the requirements specific to  the 
country of operation must be taken into account.  
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To illustrate how these requirements are placed  
within the students’ programme of study, one example, 
of one particular industry specific qualificat ion, which is 
also called  “commercial t rade”, is presented. The term 
“trade” is commonly used, e.g. in UK vocational 
education systems. Here it signifies bridging the gap 
between academic and vocational qualifications and will 
be used in the following sections. The trade is Vehicle 
Mechanics. In its simplified form, the requirements state 
14 competencies, which the student must acquire, as 
follows: 

AS1 To be able to read and draft engineering drawings  
AS2 Have familiarity with basic automotive 

troubleshooting  

 Be able to: 
 AS3 Service hydraulic automotive systems 
AS4 Use automotive diagnostic equipment  
AS5 Inspect and service braking systems   
AS6 Remove and install engine components  
AS7 Inspect and repair clutch components  
AS8 Service and repair transmission systems 
AS9 Inspect and service steering systems  
AS10 Inspect and service suspension systems  
AS11 Inspect and service wheels and tyres  
GS1 Understand operational Health and Safety practice 
GS2 Perform planning of workshop activities  
GS3 Understand and implement quality standards in 

maintenance processes 

These trade-related skills have been divided into two  
groups: general (GS), which are applicab le to all trades, 
and trade specific (AS). 

Acquiring of these competencies during the course 
of study would greatly benefit the students. Those who 
may complete their education at level of Dip loma in  
Higher Education (DipHE) will be well prepared to 
demonstrate to future employers their skills in  
engineering shop-floor practices. Hence, some of the 
competencies can be assessed by specific, trade approved 
examinations – demonstrating practical skills, sometimes 
related to a particular manufacturer, as demanded by the 
country of operation.  

In this example, the objective is to integrate the 
academic output with a set of practical skills in  
maintenance, troubleshooting and operation of 
automotive engineering equipment. From the perspective 
of ECUK classification, this must be supported by 
Underpinning Science and Mathematics, Engineering 

Analysis and Engineering Design up to the level of 
competency commensurate with the DipHE. A lso, 
General transferrable skills are required up to the same 
level, whereas in Economic, legal, social, ethical and 

environmental education some aspects have to be 
expanded and adopted to the specific requirements.  
Considering Engineering Practice, the workshop skills 
requirements proposed here substantially exceed the 
minimum expected from accredited engineering degrees.  

When designing the programmes of study, a system 
based approach was applied in which both the academic 
requirements and workshop practice requirements were 

considered jo intly. Hence, the analyses of ECUK 
Learn ing Outcomes and of trade needs were combined 
together when identifying the content and the learning 
outcomes of appropriate modules (units) of study. 
Practical skills requirements are fully completed by the 
end of Level 5 (Engineering Year 3), hence the students 
graduating with the DipHE will be fully prepared for 
taking up of their roles with their respective employers. 
 
4.2 Analysis of Trade-related Requirements with 

Respect to the Academic Programmes of Study 

From the perspective of the students, their education and 
their future career prospects, it is paramount that the 
degrees offered meet stringent international standards – 
in this case ECUK accreditation. At the same time, 
students must be prepared for their immediate future 
careers in industry. Hence, the students are faced with a 
challenging task: to combine together two highly 
demanding requirements; achieving their academic 
standards and attaining trade-related competency targets. 
It is our belief that through using the system based 
approach, by development of interdisciplinary modules, 
and by exp loring a range of common factors in education 
and training, this had been made possible.  

In a vocational education, each trade-related 
competency would, traditionally, be taught by a 
combination of theory and practice over a period of 
several weeks, potentially cu lminating in a t rade-related 
examination. By apply ing the system based approach, a 
large part of the skills required is built into the academic 
programmes. For this particular trade (Vehicle 
Mechanic), 12 out of 14 competencies feature in the 
academic modules. They are not addressed fully in those 
modules, but the amount of required additional activit ies 
is reduced.  The academic programme of study up to 
Level 5 consists of 18 modules. From this number, 15 
modules contribute directly  to the trade-related 
competency requirements. 

Applying fuzzy classification, a table is generated 
(see Table 2), showing membership functions in each 
particular trade related skill fo r each of the academic 
modules and for each of the additional (trade related) 
modules. Allocation of the value of the membership 
function to each module and each trade is performed by  
analysing the delivery plan and assessment strategy, in 
the same way as was illustrated in section  3.1. Here, the 
programme of study is considered up to Level 5. At level 
5 the trade-related programme should be completed. 

The analysis is performed using the same fuzzy  
classification rules, as applied before. For each module, 
the membership into the trade specific competencies 
group, general competencies group, and all competencies 
group is calcu lated as a maximum (equation (3)). Next , 
the average is used to calculate the contribution of the 
academic modules grouped together and non-academic 
modules grouped together. The results are presented in 
Figure 5.  
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Table 2. Assigning Fuzzy Membership Functions to Trade Competencies. 
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Figure 5. Sharing trade related skills for an example of Vehicle 
Mechanic trade 

 

It is noted that the academic modules contribute 
substantially to the trade related competencies: more 
than 1/3 overall (all competencies) comes from academic 
modules, with a proportion even higher for trade specific  
competencies. What may be surprising by way of in itial 
observation is that the contribution of academic modules 
to trade specific competencies is higher than to general 
competencies. However, examining the general trade 
competencies one may observe they are formulated in a 
way, which makes them very specific to workshop floor 
activities. They must be covered to a large extent during 
practical, workshop exercises. For instance, even though 
the requirement for Health and Safety is ‘general’, 
nevertheless risk assessment has to be performed  
specifically for the workshop equipment being used.  
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5. Conclusions and Future Work 

From commencement of the 20th Century engineering  
practitioners and academics have debated and considered 
perceived needs for holistic changes in delivery  of 
engineering higher education programmes. This paper 
presents an implementation of system based curriculum 
design in a challenging environment. The design is based 
on meeting the accreditation requirements of the UK 
Engineering Council, while at the same time 
emphasising and taking benefit from the mult i and 
interdisciplinary nature of the programmes considered. 
An additional challenge is posed by the necessity of 
incorporating particular requirements for practical hand 
skills, which  would  enable students to function and to 
perform well in their future workplace environments.  

The paper outlines the specification requirements, 
presents the design philosophy and discusses the 
methods adopted to measure the outcome. A fuzzy  
classification is applied, first - to assess the level of inter-
disciplinarity, and, second - to assess the contribution of 
the academic programmes to the workshop/trade training 
needs. It is felt that the presented fuzzy classification  
approach will p rove a useful tool, not only for analysis of 
outcomes and results but also as an ongoing assist to 
curriculum development and design. 
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Appendix-1:  

Description of Specific Learning outcomes for Engineering 

degrees to partially meet the educational requirements for 

Chartered Engineer status, cited from EC UK (2014) 

Science and Mathematics (SM) 

Engineering is underpinned by science and mathematics, and 
other associated disciplines, as defined by the relevant 
professional engineering institution(s). Graduates will need the 
following knowledge, understanding and abilities: 
SM1. Knowledge and understanding of scientific principles  

and methodology  necessary to underpin their education 
in their engineering discipline, to enable appreciation of 
its scientific and engineering context, and to support their 
understanding of relevant historical, current and future 
developments and technologies 

SM2. Knowledge and understanding of mathematical and 
statistical methods necessary to underpin their education 
in their engineering discipline and to enable them to 
apply mathematical and statistical methods, tools and 
notations proficiently in the analysis and solution of 
engineering problems 

SM3. Ability to apply and integrate knowledge and 
understanding of other engineering disciplines to support 
study of their own engineering discipline. 

Engineering Analysis 

Engineering analysis involves the application of engineering 
concepts and tools to the solution of engineering problems. 
Graduates will need: 

E1. Understanding of engineering principles and the ability to 
apply them to analyse key engineering processes 

E2. Ability to identify, classify and describe the performance 
of systems and components through the use of analytical 
methods and modelling techniques 

E3. Ability to apply quantitative and computational methods in 
order to solve engineering problems and to implement  
appropriate action 

E4. Understanding of, and the ability to apply, an integrated or 
systems approach to solving engineering problems. 

Design 

Design at this level is the creation and development of an 
economically viable product, process or system to meet a 
defined need. It involves significant technical and intellectual 
challenges and can be used to integrate all engineering 
understanding, knowledge and skills to the solution of real and 
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complex problems. Graduates will therefore need the 
knowledge, understanding and skills to: 

D1. Understand and evaluate business, customer and user 
needs, including considerations such as the wider 
engineering context, public perception and aesthetics 

D2. Investigate and define the problem, identifying any 
constraints including environmental and sustainability 
limitations; ethical, health, safety, security and risk issues; 
intellectual property; codes of practice and standards 

D3. Work with information that may be incomplete or 
uncertain and quantify the effect of this on the design 

D4. Apply advanced problem-solving skills, technical 
knowledge and understanding, to establish rigorous and 
creative solutions that are fit for purpose for all aspects of 
the problem including production, operation, maintenance 
and disposal 

D5. Plan and manage the design process, including cost drivers, 
and evaluate outcomes 

D6. Communicate their work to technical and non-technical 
audiences. 

Economic, Legal, Social, Ethical and Environmental 

Context 

Engineering activity can have impacts on the environment, on 
commerce, on society and on individuals. Graduates therefore 
need the skills to manage their activities and to be aware of the 
various legal and ethical constraints under which they are 
expected to operate, including: 

S1. Understanding of the need for a high level of professional 
and ethical conduct in engineering and a knowledge of 
professional codes of conduct 

S2. Knowledge and understanding of the commercial,  
economic and social context of engineering processes 

S3. Knowledge and understanding of management techniques, 
including project management, that may be used to 
achieve engineering objectives 

S4. Understanding of the requirement for engineering activities  
to promote sustainable development and ability to apply 
quantitative techniques where appropriate 

S5. Awareness of relevant legal requirements governing 
engineering activities, including personnel, health and 
safety, contracts, intellectual property rights, product 
safety and liability issues 

S6. Knowledge and understanding of risk issues, including 
health and safety, environmental and commercial risk, and 
of risk assessment and risk management techniques. 

Engineering Practice 

This is the practical application of engineering skills,  
combining theory and experience, and use of other relevant 
knowledge and skills. This can include: 

P1. Understanding of contexts in which engineering knowledge 
can be applied (e.g., operations and management, 
application, and development of technology) 

P2. Knowledge of characteristics of particular materials,  
equipment, processes, or products 

P3. Ability to apply relevant practical and laboratory skills 

P4. Understanding of the use of technical literature and other 
information sources 

P5. Knowledge of relevant legal and contractual issues 
P6. Understanding of appropriate codes of practice and 

industry standards 
P7. Awareness of quality issues and their application to 

continuous improvement 
P8. Ability to work with technical uncertainty 
P11. Understanding of, and the ability to work in, different 

roles within an engineering team. 

Additional General Skills 

Graduates must have developed transferable skills, additional 
to those set out in the other learning outcomes, that will be of 
value in a wide range of situations, including the ability to: 

GT1. Apply their skills in problem solving, communication, 
working with others, information retrieval and the 
effective use of general IT facilities 

GT2. Plan self-learning and improve performance, as the 
foundation for lifelong learning/CPD  

GT3. Monitor and adjust a personal programme of work on an 
on-going basis 

GT4. Exercise initiative and personal responsibility, which 
may be as a team member or leader. 
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Abstract: The Caribbean Community (CARICOM) is comprised of fifteen-member states each exhibiting geographic, 

cultural and economic diversity. Six of these CARICOM member states along the Eastern Caribbean chain of islands 

display high-enthalpy systems for geothermal energy exploitation. This paper aims to provide a review into the 

geothermal energy resource potential across the Caribbean and presents quantitative findings as to the potential 

power production, economic and environmental savings through which geothermal energy development can bring to 

each respective nation. Notable findings for a 2027 scenario project an estimated 184.49 MW of geothermal capacity 

that can be absorbed into the national energy mix, displacing 855,600 barrels of oil (bbls) importation, resulting in 

approximately 1.1 million tonnes of carbon dioxide (tCO2) emissions being avoided per year. An inter-island grid 

connection approach is presented to tackle large-scale energy projects to attract financial investors in an effort to 

combat the upfront challenges associated with geothermal energy development. 

Keywords:  Geothermal energy; Eastern Caribbean islands; Inter-island grid connection; Caribbean geothermal landscape, 

renewable energy 

 
1.  Introduction 
1.1 The Caribbean Energy Situation 
The Eastern Caribbean islands within the Caribbean 
Community exhibit many geopolitical and socio-
economic diversities. The fifteen-member island states 
encompassing CARICOM have all experienced the 
extent of the fluctuations of the cost of fossil fuel-based 
products. The existing dependence on the importation of 
petroleum products affects all CARICOM nations and as 
such there is a growing need for the transition to 
renewable forms of energy. The pursuit of enhanced 
energy security regionally can be obtained through 
higher penetration rates of renewables. Furthermore, a 
reduction in the price of electricity is expected through 
this foreseeable outcome. The averaged domestic retail 
cost of electricity within the Caribbean stands at around 
USD $0.35/kWh (Energy Chamber, 2017).  

However, the region has progressed over the years 
in tackling this shared problem, and as such has yielded a 
regional Energy-policy in 2013 (Ochs et al., 2015). 
Policy frameworks complement and provide enhanced 
opportunities and energy diversifications for the 
continued transition towards greater penetration rates of 
renewables. 
 
1.2 Building Climate Resilience  

The Caribbean has recently been a strong advocate on 
the world stage for greater reductions in greenhouse gas 
emissions globally. Recent research, published in the 
Intergovernmental Panel on Climate Change (IPCC) 
Special Report on warming of 1.5Ԩ above pre-industrial 
levels, saw over 90 Caribbean and Latin American 
authors contributing to a body of data for increasing 
climate security for the vulnerable regional small island 
developing states (SIDS) (IPCC, 2018). The word 
“resilience” has been hotly debated within the Caribbean, 
as many scientists call for strengthening energy 
resources as a means to mitigate climate change impacts 
in the region (Gay et al., 2019; Chen and Stephens, 2018; 
Angeles et al., 2018; Shirley and Kammen, 2015). The 
Caribbean’s energy infrastructure is aging and severely 
limited in its distribution across larger islands. Many 
islands rely on centralised forms of energy distribution 
which are further limited by crippling fossil fuel imports 
(Surroop et al., 2018). Climate resilience is thus built 
through modernising and restructuring the region’s 
energy and transportation sectors to not only mitigate but 
adapt to already changing climate regimes.  

The hurricane season of 2017 was a clear indication 
of work to be done. Eastern Caribbean islands such as 
Dominica and Antigua and Barbuda were devastated 
after the passage of Hurricanes María and Irma 
respectively. An increased intensity of hurricanes is 
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expected through near- and long-term simulations for 
deep-convective tropical regions (Bhatia et al., 2019), 
and many Caribbean SIDS are waking up to energy 
resilience to combat climate change. Popke and Harrison 
(2018) provide a critique of Dominica’s energy systems, 
both through a historical and current perspective, 
proposing that recent (and successful) ventures in 
geothermal power will bring much greater energy 
security to the island.  
 
1.3 Geothermal Energy Impact 
Geothermal Energy is also of interest due to its relatively 
minuscule carbon emissions whilst being able to supply 
massive amounts of energy due to high capacity factors 
(in excess of 90%). This allows for the plants to run non-
stop, hence being a good producer of a more governable 
and consistent supply of baseload energy and heat as 
opposed to other renewable sources such as solar and 
wind (Dickson and Fanelli, 2005). Geothermal energy 
exploitation among Caribbean nations can play a key 
role in realising targets in energy security, economic 
development and mitigating the effects of climate 
change.  

Through harnessing the stored thermal energy 
trapped within rocks, this resource can be utilised in 
generating electricity and direct applications. The paper 
aims to provide an update on geothermal energy within 
the Caribbean, especially within the Eastern Caribbean 
islands as these nations possess the indigenous resource. 
Furthermore, reanalysed data are presented for national 
energy targets, avoided costs associated with fossil fuel 
importation, beneficial contributions toward national 
energy grids, climate sensitivity and existing ideas on 
inter-island grid connections. 
 
2.   Caribbean Geothermal Landscape 
2.1 Geothermal Energy - Hydrothermal Systems 
Geothermal energy is a clean and renewable form of 
energy naturally occurring within the Earth as well as the 
primordial heat of planetary formation (Turcotte and 
Schubert, 2014). This form of energy can be thought of 
as heat mining. It is a result of the heat flow from the 
unhurried decay of naturally occurring radioisotopes, 
namely: Uranium 235, Potassium 40, Uranium 238 and 
Thorium 232 having half-lives of 0.7, 1.25, 4.5 and 14 
billion years respectively (Adams et al., 2015; Kale, 
2015), thus making this heat source almost inexhaustible 
and sustainable - at least on a human scale.  

A naturally occurring geothermal resource 
(hydrothermal resource) has three major facets, a heat 
source (hot rock system, magmatic intrusion), fluid 
(fluid-filled reservoirs, subsurface interconnections to 
fluid pockets – the resulting fluid is generally the result 
of contributions from different sources such as 
surface/meteoric water, seawater, and magmatic 
volatiles) (Nicholson, 1993), and a permeability network 
(the reservoir must be conducive to allow fluid flow). 

The increase of temperature per unit depth within the 
Earth (crustal region specific for geothermal energy 
exploration purposes) is defined as the geothermal 
gradient. This gradient can vary from one location to the 
other; however, it averages 25-30 oC/km in most regions 
(Haraksingh and Koon Koon, 2011).  

The Eastern Caribbean comprises of a chain of 
geologically young volcanic islands where the thermal 
gradient is even higher than average. Some notable 
volcanic systems across the islands are, Mt. Liamuigua 
in St. Kitts, Nevis Peak in Nevis, Soufrière Hills in 
Montserrat, La  Soufrière in Guadeloupe,  Soufrière 
Volcanic Centre in St. Lucia, The Soufrière in St. 
Vincent, and Kick ‘em Jenny (submarine), Ronde/Caille 
and Mt. St. Catherine all of Grenada (Stewart I 2000).  

Coupled with a complex tectonically active region 
(exhibited by the Caribbean plate as seen in Figure 1) 
this presents many naturally occurring hydrothermal 
systems within the Caribbean, as such making certain 
islands prime for geothermal energy exploitation. 
Thermal manifestations such as fumaroles, hot springs, 
dormant and active volcanoes across the Caribbean 
islands are predominantly associated with the subduction 
of the North Atlantic crustal plate beneath the Caribbean 
plate and also being a seismically active region (Huttrer 
and LaFleur, 2015). A tectonically active regime creates 
a more advantageous subsurface profile, enhancing 
permeability at depth, allowing a greater extent of fluid 
transfer, and can also aid in magma intrusion.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: The tectonic plates seen across the Caribbean islands. 
Source: Google Earth (2018) 

 
Amongst the fifteen CARICOM member states, the 

six islands of Dominica, Grenada, Montserrat, St. Lucia, 
St. Kitts and Nevis, and St. Vincent and the Grenadines 
all exhibit immense untapped geothermal energy 
potential. With an except for the 15 MW geothermal 
electricity production power plant in Guadeloupe, there 
is no other established power plant among the 
CARICOM member states. The geothermal potential for 
these six islands of interest can be seen in Figure 2, all 
along the Eastern Caribbean chain of islands (Ochs et al., 
2015). Further details into these six islands of interest as 



R. Koon Koon et al.: A Review of Caribbean Geothermal Energy Resource Potential 

 

39

to the resource potential, location, depth of exploratory 
wells and temperatures are tabulated in Table 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Exploitable potential geothermal energy for ECIs of 
interest 

 
2.2 Energy Security Through Geothermal Exploits 
Through carefully controlled conditions an extraction 
well is positioned into the reservoir to obtain high-
enthalpy fluid trapped within the crustal region. The 
stored energy within the hot geofluid (naturally 
occurring fluid found in rock formations) in a pressurised 
form is extracted through steam turbines, rotating a 
mechanical shaft connected to a generator which 
produces electricity. It must be noted that the fluid 
obtained from condensation (energy extracted from the 

steam, hence a phase shift to the liquid form) is 
reinjected back into the reservoir at a calculated depths 
and radial distances from the extraction well. Hence, 
injection wells supply fluid back into the reservoir to 
maintain a sustainable balance, and as a result, this 
avoids depletion of the resource.  

Geothermal sources are classified by their 
temperature into two main categories: High-enthalpy 
(exceeding 150 oC) or low-enthalpy (less than 85 oC) 
(Nicholson, 1993). Regions of high tectonic activity are 
usually analogous to high-enthalpy sources which can be 
used for the generation of power and heat, whereas the 
production of heat is the main use of low-enthalpy 
sources; all these are in more tectonically indolent 
regions (Matek, 2014). All six ECIs of interest possess 
high-enthalpy geothermal resources with temperatures 
exceeding 150 oC as seen in Table 1. The ECIs have an 
opportunity to truly become energy independent from 
conventional fossil fuel importations.  

Through the Caribbean Sustainable Energy 
Roadmap and Strategy (C-SERMS) data are obtained in 
regard to these six islands national renewable energy 
targets as a percentage share of the total generation to 
meet CARICOM’s target of 47 % by 2027, and the 
respective annual fossil fuel importation costs (for 2015). 
Apart from St. Vincent, all others can have a 100 % 
transition to achieve their national target. Furthermore, 
approximately US$529 million accounts for fossil fuel 
importation collectively among the six ECIs as seen in 
Table 1. The implementation of geothermal power plants 
can provide reliable baseload power into the energy mix 
and satisfy energy demands. Section 3.3 of the paper 
further explores the extent of energy demand and 
production and the reduction of power required to be 
transmitted along the grid.  
 
3. Geothermal Resource and Potential 
This section delves into matters that will address the 
issue of possible cases of geothermal energy installations 
solely across the six ECIs. Therefore, it examines 

 

Table 1. National energy targets, fossil fuel importation and resource potential for the six ECIs 
Country National 

Target (%)a  
Annual Fossil Fuel Import 
Costs a  

Comments on resource potential b,c,d,e 

Dominica 100 5 % GDP ~ USD 27 million Wotten Waven area, temperatures above 235 oC were recorded around 
1500 m in depthb 

Grenada 100 18 % GDP ~ USD 159 million A small solfatara has been revealed through pre-feasibility studies on 
Mt. St Katherineb 

Montserrat 100 29 % GDP ~ USD 12 million The highest recorded temperatures were in well MON-2. This was 265 
°C at 2870 mc  

St. Lucia 100 16 % GDP ~ USD 225 million Hot resource of 230 oC at moderate depths; hot dry rock up to depths of 
~ 2 kmb 

St. Kitts and 
Nevis 

100 4 % GDP ~ USD 33 million At Nevis, 3 exploratory wells were drilled to depths of 782 m - 1,134 m. 
All 3 wells encountered temperatures in excess of 225 oC. Reservoir 
temperature is projected at least 260 oCe 

St. Vincent and 
the Grenadines 

81 10 % GDP ~ USD 73 million Exploratory drilling reached depths of 1 km - 3 km, within the presence 
of temperatures up to 230 oC within the geothermal reservoird 

Sources: Compiled from, a Ochs et al. (2015), b Huttrer and LaFleur (2015), c Ryan et al. (2019), d Environmental Resource Management (2016), and  

e LaFleur and Hoag (2010) 
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Table 2. Reconstructed data for geothermal energy installation, generation, avoided fuel imports and greenhouse gas emissions  
for the six ECIs 

Eastern Caribbean 
Island 

Estimated 
geothermal installed 

capacity, 2027 (MW)a 

Estimated annual 
geothermal electricity 

generation (GWh/year)b 

Estimated savings from 
avoided fuel imports 
(US$million/year)c 

Estimated annual avoided 
greenhouse gas emissions 

(million tCO2e/year)d 
Dominica 19.32 152.32 4.48-8.96 0.12 
Grenada 40.48 319.14 9.39-18.77 0.24 

Montserrat 2.68 21.13 0.62-1.24 0.02 
St. Lucia 50.00 394.20 11.59-23.19 0.30 

St. Kitts and Nevis 49.87 393.18 11.56-17.35 0.30 
St. Vincent and the 

Grenadines 
22.14* 174.60 5.13-10.27 0.13 

b - A 90 % capacity factor is assumed for the geothermal power plants. 
c - A conversion factor of 1700 kWh = 1 barrel of oil equivalent (boe) was utilised (SPE 2019), after which an oil price range of US$ (50 - 100)/bbl 

was investigated as a minimum and maximum range. 
d - An emission factor of 760 gCO2e/kWh is utilised (Honorio et al., 2003). 
*50 % of the oil imports are assumed to be displaced through geothermal energy as a benchmark.  

Sources: Compiled from, a Ochs et al. (2015), c SPE (2019), and d Honorio et al. (2003) 
 
 
future installations in 2027, this is consistent with data 
obtained from the C-SERMS report. Table 2 is 
reconstructed data that immediately provides a keen 
insight into the immense untapped power geothermal 
energy possesses. The aforementioned of fossil fuel 
importation collectively among the six ECIs accounted 
for US$529 million. This daunting financial burden is 
shared by all members; however, this can be alleviated 
through higher penetration rates of renewables. 
Collectively, there exists an estimated geothermal energy 
potential of 6280 MW (Ochs et al., 2015).  

The manner in which this huge resource is exploited 
and managed can chart a new financially, climatic and 
societal course for each nation. Further, details to note in 
the reconstruction of Table 2 are the reanalysed 
conversion factors to obtain the number of barrels of oil 
(bbl) from the calculated MWh/year (SPE, 2019). In 
addition, the ECIs mainly employ the use of low-speed 
diesel engines to generate electricity. This results in 
emissions factors of some 760 gCO2e/kWh (Honorio et 
al., 2003). 

Realising the potential for geothermal energy 
integration through distributed generations into the utility 
across each respective nation presents a major 
opportunity to increase energy security, whilst improving 
the balance of trade by reducing oil importation. 
Furthermore, three crucial advantages are addressed 
through a higher penetration rate of renewable and 
geothermal in particular. These three areas are: 
1. The economic aspect, in terms of avoided costs, 

implies saving as a result of the reduction and 
dependence on fossil fuel-based products. 

2. The environmental and climatic aspects in terms of 
the reduction in the number of barrels of oil 
imported per year resulting in a beneficial decline in 
the number of tonnes of carbon dioxide emission 
avoided. 

3. The utility and more so the enhanced grid flexibility 
of having geothermal energy integration into the 
national grid.  

3.1 Economic Analysis 
The possibility of the CARICOM to attain the renewable 
energy target of 47% by 2027 is ambitious, however, 
highly probable given the intervention to aggressively 
pursue geothermal energy implementation. It can be 
noted from Table 2 that an estimated 184.49 MW of 
geothermal capacity can be absorbed into the energy mix 
across invaluable base-load power. A major economic 
alleviation is certainly realised if the national energy 
targets are attained as stated in Table 1. The findings 
clearly show that the reliance on the importation of fossil 
fuel products for electricity generation can be drastically 
reduced. It is calculated that an estimated 855,600 bbls 
through importation can be displaced collectively across 
all ECIs. A breakdown into the estimated number of bbls 
per island displaced is illustrated through the label 
callouts as seen in Figure 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Estimated avoided importation of bbl and perturbed 
cases of the price per bbl 

 
 

Three cases are used to further display the idea of 
the variation of the price per bbl at US$50.00, US$75.00 
and US$100.00 accounting for roughly, US$42.78 
M/year, US$64.17 M/year and US$85.56 M/year, 
respectively. It can be noted that Dominica possesses 
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that largest exploitable potential geothermal resource of 
1390 MW, followed by St. Kitts and Nevis (1280 MW) 
and Grenada (1100 MW), however, this does not 
necessarily translate to the same order of potential 
implementation.  
 
3.2 Towards a More Climate-Sensitive Region 
The Caribbean islands are geographically positioned at 
lower latitudes and in direct relation to the vast Atlantic 
Ocean. The lessons of the 2017 hurricane season and a 
changing climate regime have clearly illustrated to 
Caribbean island governments the impacts of extreme 
events, particularly on energy resilience and security 
(Klotzbach et al., 2018; Popke and Harrison, 2018). The 
enhanced drive for higher penetration rates of distributed 
generations are key to aid in the reduction of greenhouse 
gases (carbon dioxide in particular) being released into 
the atmosphere. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4: Estimated geothermal potential and installation capacity 

to displace avoided CO2 emissions 
 

 
Potential geothermal generation is estimated at 1.1 

million tCO2e/year collectively across all six ECIs, with 
a further breakdown per island as seen in Figure 4. Both 
St. Lucia and St. Kitts and Nevis each exhibits the largest 
quantities of avoided carbon emission, roughly 0.3 
million tCO2e/year, resulting primarily from each also 
leading in estimated 2027 installed capacities of 50 MW 
and 49.87 MW respectively. In addition, geothermal 
power plants neither releases nitrogen oxide nor 
particulate matter thus promotes a cleaner environmental 
impact positively on sustainable tourism as a key driver 
in many nations.  
 
3.3 Promoting a More Resilient Grid Network 
In addition to the installation of geothermal energy 
among the nations of interest other forms of renewables 
are being pursued. Solar and wind energy industries are 
leading the charge in terms of installation and power 
provided to the national grid. However, the intermittent 
nature of solar and wind energy adds complexity and 
variability to the grid. Hence with an increase in the 
penetration rate of renewables, the national grid must 

enhance its flexibility. Grid flexibility is required to 
incorporate fluctuations in demand throughout the day. 
Unexpected situations such as malfunctions or climatic 
conditions can affect the power supply (as with the cases 
of wind and solar energy). However, geothermal energy 
provides base-load power, a more reliable form of 
power. It has a high capacity factor of up to 90 % and is 
not affected by climatic conditions. Hence a constant 
power supply can be provided to the grid, without 
additional costs to enhance its flexibility.  

More importantly, the reconstructed data from Table 
2, indicates at a capacity factor of 90 %, having a full 
installation of geothermal power plants by all nations 
will account for 184.49 MW (1454.52 GWh/year) in 
2027, of an averaged peak demand of 335 MW. The 
dearth and dependence on hydrocarbon resources for 
most ECIs have resulted in a high importation of fossil 
fuel to meet their energy demands and thus high rates of 
electricity. This realisation is clearly illustrated in Figure 
5 with nations such as Grenada, Dominica, and St. Lucia 
having higher than average prices of electricity of 
US$0.43/kWh, US$0.38/kWh and US$0.34/kWh 
respectively. However, Grenada, Dominica and St. Lucia 
are projected to have roughly 60%, 70%, and 45%, 
respectively of their power to be supplied by geothermal 
energy in 2027. This will hugely impact their economies 
providing a much cheaper form of indigenous readily 
available power.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Estimated average peak demand, installed capacity and 

cost of electricity per island 
 

 
4. Inter-Island Grid Connections 
There have been two inter-island grid connection ideas 
previously published by Maynard-Date (2015). These 
two possibilities are the Dominica-Guadeloupe-

Martinique and St. Kitts and Nevis inter-island 
connection plans. The approximate distance to cover via 
submarine cables for electrical transmission of high-
voltage is about (45-50) km both ways between 
Guadeloupe - Dominica, and Dominica - Martinique. 
Clearly, these islands are relatively within proximity to 
each other to make this plan quite viable. Guadeloupe’s 
15 MW geothermal electricity production power plant in 
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Bouillante is the only such plant currently in the 
Caribbean. Dominica stands out among the Caribbean 
islands in terms of geothermal potential. Even the 2027 
forecast has Dominica at roughly 1.4 % installed 
capacity out of its total resource. Such a small percentage 
of 1.4 % is enough to satisfy approximately 70 % of its 
power demand in 2027.  

Hence Dominica can become a leader within the 
inter-island grid connection scheme and also across the 
Caribbean. The other proposed inter-island grid 
connection scheme is that of St. Kitts- Nevis. The 
distance between these two islands is about 3.5 km (from 
coast to coast) making the installation of submarine 
cables even more attractive. Once more roughly 3.9 % of 
the total resource potential is utilised in the proposed 
plans at 2027, clearly reiterating the immense potential 
for power production inherent with geothermal energy 
exploits. 

The realisation of the potential for these inter-island 
grid connections and for geothermal installation 
throughout the islands have been hindered by shared 
challenges. A lack of energy diversification, uncertainty 
in energy prices (as most energy schemes are based on 
oil and gas industry prices) are among a few hindrances 
encountered throughout the Caribbean for the transition 
to renewables. Geothermal energy inherently possesses a 
much larger upfront, initial costs when compared to 
other renewables.  

In addition, geothermal energy exploitation and 
implementation are categorised as a large-scale 
renewable energy project, and as such many of these 
ECIs lack the size to self-sufficiently challenge such 
projects in an attempt to attract volume-oriented 
international financial markets (Ochs et al., 2015). 
Therefore, a collaborative stance by groups of nations 
such as the inter-island plans can prove beneficial to 
attract and establish financial opportunities on a regional 
scale and as such is an alternative approach in tackling 
geothermal energy projects. 
 
5. Conclusion 
The Eastern Caribbean islands possess a profound 
opportunity through the integration of geothermal energy 
into their national energy mix to ensure a greater sense of 
energy security, economic diversification, and growth. 
These high-enthalpy hydrothermal systems collectively 
provide an estimated energy potential of 6280 MW, as 
such provides these islands to distinguishably carve 
massive socioeconomic, and environmental benefits. 
Extensive documentation through feasibility studies and 
reports on exploratory wells have confirmed and 
localised sites of geothermal reservoirs for all six ECIs.  

In 2015, importation of fossil fuels accounted for 
US$529 million, with Dominica, St. Lucia and Grenada 
having the highest price of electricity. As such, the 
findings indicate an estimated 184.49 MW of geothermal 
capacity can be absorbed into the national energy mix, 

displacing 855,600 bbls imports, resulting in 
approximately 1.1 million tonnes of carbon dioxide 
emissions being avoided per year. Geothermal 
integration leads to reliable base-load power to the grid, 
ensuring cleaner and cheaper power readily available, 
resulting in an eventual reduction in the price of 
electricity well below the Caribbean average of 
US$0.35/kWh. Finally, the upfront challenges associated 
to implement large-scale energy project can be tackled 
through an inter-island grid connection approach to 
allure financial investors. 
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Abstract: Artificial lift refers to the use of artificial means to increase the flow of oil from a production well when 

there is insufficient pressure in the reservoir to lift the oil to surface, or in flowing wells to obtain a desired production 

rate. Generally, this is achieved by the use of a mechanical pump inside the well or by decreasing the weight of the oil 

column by injecting gas some distance down the well. On platform X in the Soldado field offshore the Southwest coast 

of Trinidad, gas-lift and to a lesser extent, progressive cavity pumps (PCP), are installed in wells to sustain the desired 

oil production targets. More recently, hydraulic jet pumps have been installed. However, a performance analysis of 

these lift systems has never been conducted to determine which one is most suitable for this reservoir. In  this study the 

software PipeSim was used to develop models for the currently installed gas lift and PCP configurations and then 

optimised to determine the best oil lifting capabilities for these two systems. Similar models were developed for the 

hydraulic jet pumping system using the SNAPTM so ftware. Data from a pilot well indicate that the optimised 

installations for gas lift, PCP, and hydraulic jet pumps when sequentially applied are capable of lifting 90, 325, and 

450 barrels of fluid per day (bfpd) respectively. These results indicate that hydraulic jet pumps are capable of lifting 

40 % more fluids than PCP and 400 % more than gas lift. A lift score analysis between PCP pumps and hydraulic jet 

pumps was then conducted by comparing lifting potential, installation cost and time, rig vs. non-rig intervention for 

the installation; and ease of operation and optimisation. The results from this analysis indicate- that the average lift 

score for hydraulic jet pumps was 4.5  and 2.5 for PCP pumps. These results indicate that in addition to having the 

highest lifting capability, hydraulic jet pumps are cheaper and easier to install, operate and maintain. It is also a more 

cost-effective oil lift system compared to PCP pumps. This lift score can also be used as a guide to effectively optimise 

artificial lift systems for other oil wells from this field. 

Keywords:  Artificial lift; jet pumps; performance evaluation; increase flow; oil well; Trinidad 

 
1.  Introduction 

Artificial lift may  be defined as the addition o f energy to  
the column of fluid within the wellbore to obtain a higher 
production rate from the well (Clegg, 1985). Th is 
addition of energy is usually applied when the reservoir 
pressure is declining and the desired production rates 
cannot be sustained (Hesham and Addou, 2006). The 
energy addition is by two primary mechanisms: 
1. Reduction in column hydrostatic pressure by gas 

injection 
2. The addition of a  displacement type device by 

down-hole pump installation  
Both mechanisms increase oil production by 

reducing the back pressure on the format ion allowing for 
longer economic production periods. 

Artificial lift  systems can be classified  into three 
primary categories; gas lift; rod pumps/progressive 
cavity pumps (PCP); hydraulic jet pumps 

1.1 Gas Lift  

This operation involves the injection of a high pressure 
gas stream into the production tubing to reduce the fluid  
column density (see Figure 1). Th is causes an upward 
movement of the wellbore fluid to surface as well as 
greater in flow from the reservoir. This type of lift can be 
either continuous or intermittent (Vincent et al., 1953). 
Gas lift  is used extensively around the world. A  central 
gas-lift system can easily be used to service many wells 
or an entire field and lower total capital cost. It is the 
best artificial lift method for sand or solid materials. The 
produced sand causes few mechanical problem in  the 
gas-lift system; whereas, only a little  sand plays havoc 
with other pumping methods, except the progressive 
cavity pumps (PCP). Dev iated or crooked holes can be 
lifted easily  with gas lift. This is especially  important for 
offshore platform wells that are usually drilled  
directionally. Gas lift permits the concurrent use of 
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wireline equipment, and such downhole equipment is 
easily and economically serviced. Th is flexib ility allows 
for routine repairs through the tubing. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Gas Lift  

 

1.2 Rod Pumps/Progressive Cavity Pumps (PCP) 

Rod pumps (see Figure 2) or progressive cavity pumps 
(PCP) (see Figure 3) assist the flow of fluid from the 
well bore to surface. Reservoir deliverability is increased 
as the back pressure on the format ion is reduced during 
the operation (Wang et al., 2010). Rod pumping  
bottomhole assemblies (BHA) comprise of a plunger, 
fullbore barrel, flow valve and inflow valve. The up and 
down reciprocating motion of the plunger produces fluid 
from the wellbore to surface (Wang et al. 2010).  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Rod Pump 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Progressive Cavity Pump (PCP) 

 
 

Introduced in 1936, the PCP has a  simple design 
and rugged construction. Its low operating speeds (300 to  
600 rev/min) enable the pump to maintain long periods 
of downhole operation, if not subjected to chemical 
attack or excessive wear or it is not installed at depths 
greater than 4,000 to 6,000 ft. The pump has only one 
moving part downhole with no valves to stick, clog, or 
wear out. The pump will not gas lock and can easily 
handle viscous heavy oil, sand production. It is not 
normally p lugged by paraffin or scales. PCP BHAs 
comprise of a rotor and stator. The rotation of the spiral- 
shaped rotor within the stationary elastomeric stator 
diplaces fluid out of the stator into the production tubing.  
 
1.3 Hydraulic Pump Systems 

Jet pumps (see Figure 4) and reciprocating positive-
displacement pumps are the two primary hydraulic 
pumps. The hydraulic jet pump was designed based on 
the Venturi lift principle (Petrie , 1987). The Venturi 
effect is created when high pressure/low velocity power 
flu id (refined oil or p roduced fluid) is pumped through a 
nozzle in the pump. Power flu id exit ing the nozzle is at  
high velocity/low pressure. The pressure drop draws in 
reservoir fluid which mixes with the power flu id in the 
expansion tube or throat.  The mixture fluid  changes in 
the diffuser back to high pressure/low velocity which  
exit the jet pump housing and travel up the annulus to 
surface.  

Hydraulic pumping is a proven artificial-lift method 
that has been used since the early 1930s. Successful 
applications have included setting depths ranging from 
500 to 19,000 ft and production rates varying from less 
than 100 to 20,000 B/D. Hydraulic pumping systems are 
suitable for wells with deviated or crooked holes that can 
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cause problems for other types of artificial lift . The 
surface facilities can have a low profile and may be 
clustered into a central battery to service numerous 
wells. The significant feature of jet pumps is being able 
to easily run the pump in and out of the well. It is 
especially attractive on offshore platforms and remote 
locations. Jet pumps can even be used through flowline 
installations. By changing the power-flu id rate to the 
pumps, production can be varied from 10 to 100% of 
pump capacity. It can easily handle viscous heavy oil and 
sand production. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Jet Pump 

 

2. Artificial Lift Monitoring and the Soldado 

Artificial Lift Experience 

Artificial lift systems require continuous monitoring and 
updating of operating conditions, so as to obtain optimal 
well productivity. Well and reservoir data are used to 
model the well potential or inflow performance 
relationships (IPR) for continuous monitoring of the lift  
system. IPR curves can be constructed using the 
relationship between pressure and flow rate described by  
 
 

Vogel (1968) as: 
Qo = (Qo) max [1 – 0.2(Pwf  / p ) – 0.8(Pwf  / p )²] 

  where, 
Qo = oil rate at Pwf  (STB/day) 
(Qo)max = maximum oil flow rate at zero wellbore 

pressure, i.e., AOF (STB/day) 
p  = current average reservoir pressure, psig 

Pwf  = bottom-hole flowing pressure, psig 

To use this relationship, the oil production rate; 
flowing bottom-hole pressure from a production test; and 
an estimate of the average reservoir pressure at the time 
of the test must be obtained. With this information, the 
maximum o il production rate can be estimated and used 
to estimate the production rates for other flowing  
bottom-hole pressures, Pwf, at the current average 
reservoir pressure, p , (Larry and Clegg, 2007). An IPR 

curve is then generated by plotting surface production 
rate (STB/d) versus flowing bottom-hole pressure (Pwf in  
psi) on cartesian coordinates. This plot is very useful in  
estimating well capacity, designing tubing string, and 
scheduling an artificial lift method. 

Trin idad is located East of the Eastern Venezuelan  
basin; and the Soldado acreage, which had its first oil 
discovery in 1953, is located offshore the Southwest 
Coast of Trinidad (see Figure 5). Oil production began in 
1957 from the North, Main  and East Soldado Fields. Gas 
lifting operations were implemented in many wells 
within the North and Main Soldado areas which have 
low viscosity oil with relatively low GOR’s. As deeper 
reservoirs became pressure depleted, wells were 
recompleted in shallower horizons with significantly  
higher oil viscosities. Higher crude v iscosities and 
increased solids production made gas lift a less effective 
means of sustaining production. Hydraulic pumping was 
implemented on some wells in the East Field due to high  
oil v iscosities, low reservoir pressures and flow 
assurance requirements due to wax content. Hydraulic 
pumping had many challenges which  were maintenance 
related.   

Figure 5. Location of Soldado Acreage Offshore the Southwest Coast of Trinidad 
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Progressive cavity pumping (PCP) was init iated in  
the Main Soldado Field. The effect iveness of this 
technology for producing high viscosity oil and 
formation fines would lead to field wide implementation 
to boost production in areas that were not amenable to  
gas lifting operations. This technology requires a rod 
string to transfer rotational energy down-hole to the rotor 
– posing a restriction in wells where the inclination  
exceeds 40° (Wang et al., 2010). Due to platform 
integrity issues PCP’s are installed on wells across the 
East Field that is accessible by work-over rigs. This is a  
major limitation of the existing East Field platform 
infrastructure limit ing the installation of PCP’s to free 
standing wells. 

 
3. Study Objective and Methodology 

The objective of this study was to analyse three artificial 
lift methods currently applied in the So ldado acerage and 
to demonstrate which artificial method is most suitable 
for the Soldado East field heavy oil reservoirs using data 
from a pilot test well. Installation and operational cost 
and parameters were then applied to develop a matrix for 
future selection of suitable artificial lift method for heavy 
oil application.  

Figure 6 shows a workflow of the methodology used 
The workflow was divided into three tiers to model  the 
optimum production that can be attained for a pilot well 
designed to produce oil either under gas lift, PCP or jet  
pump from platform X for the East Soldado Field.  
 

3.1 Tier-1 Modelling 

1. Completion IPR Model (Vogel, 1968) 
2. Fluid Viscosity Model (Hossain et al., 2005) 

The commercial software PipeSim was used to develop 
the tier-1 models mentioned above, for determining the 
deliverability for the pilot well under natural flow and at 
the deepest artificial lift installation point. The data 
required  for  the  models  are  shown  in Table 1.   These 
 

models were then used as the base for tier-2 models. 

Table 1. Reservoir and Wellbore Parameters for T ier-1 Modelling 

Reservoir /Wellbore Parameter Pilot Well 

Estimated Reservoir Pressure (psi) 1025 

Reservoir Temperature (°F) 125 
Reservoir Permeability (mD) 1460 

API Oil Gravity (°API) 19 

Formation Watercut (%) 72 
Gas Oil Ratio (scf/stb) 83 

Production Tubing ID (inches) 1.969 
Power Tubing ID (inches) 2.441 

Last Well Test Rate (blpd) 300 

Power Fluid Liquid Water 
Power Fluid Specific Gravity 1.01 

Jet Pump Nozzle Diameter (inches) 0.125 

 
 

Due to the low gas to liquid ratio (GLR) the Pseudo 
Steady State (PSS) completion model was used. The 
PSS/Darcy equation (shown below) assumes that the 
flu id is single phase, laminar flow exists and the fluid is 
essentially incompressible. A Vogel (1968) correction  
was applied for liquid flow below the bubble point. 

3.1.1 Pseudo-Steady State Flow 

p – Pwf  = 141.2 q µ Bo  [ln(re / rw) – 0.75] 

  kh 
  where, 

p  = current average reservoir pressure, psig 

Pwf  = bottom-hole flowing pressure, psig 
q = flow rate STB/d 
µ = viscosity, cp 
Bo = oil formation volume factor, rb/STB 
re = external (drainage) radius, ft  
rw = well-bore radius, ft 

k = permeability, md 
h = reservoir thickness, ft   

  

Figure 6. Workflow to Determine a Suitable Artificial Lift  Method for the East Soldado Field 

 

 

 

 

 

 

 

 



R. Hosein and A. Balgobin: An Analysis of the Use of Hydraulic Jet Pumps, Progressive Cavity Pumps and Gas Lift as Suitable Artificial Lift Methods 
for Heavy Oil Production in East Soldado Reservoirs, Offshore the Southwest Coast of Trinidad 

 

48 

3.1.2 Viscosity Model 

The Hossain et al. (2005) correlat ion provide the best 
prediction for oil v iscosity for the East Soldado field. 
This correlation is valid fo r heavy oils (10 < API < 22.3) 
and was used in this study: 

μod = 10A(TB) 

where, 
A = -0.71523gAPI + 22.13766 and     
B = 0.269024gAPI – 8.268047 
gAPI  is the API gravity of stock tank oil  

 

3.2 Tier-2 Modelling 

The tier-1 models developed for the pilot well were 
applied in tier-2 modelling for the development of lifting  
models under gas lift and PCP type regimes, as well as 
the development of a model for the existing jet pumping  
configurations. The models were validated using the 
surface parameters and from production matching (see 
Appendix 1, Tables A1 and A2). Tier-2 modelling  
involved: 

1. Design and modelling a gas lift type lifting reg ime 
to establish a production potential under gas lift  
conditions using the PipeSim software. 

2. Design and modelling a PCP type lift ing regime to  
establish a production potential under PCP 
conditions using the PipeSm software. 

3. Design and modelling a jet  pump lift ing reg ime 
which is representative of the present production 
conditions and productivity of the pilot well using 
the SNAP software. 

   
3.3 Tier-3 Modelling 

Tier-3 modelling was conducted using the SNAP jet  
model to determine the production configuration for 
optimal productivity using the availab le surface 
equipment. The production rates from each artificial lift  
regime were compared to determine the most appropriate 
lifting regime. 
 

4. Data Analysis and Results 

4.1 Tier-1 Model and Results 

Static pressure surveys were not available for the pilot  
well. To  confirm the bottom-hole p ressure, the following  
calculation was done using the known fluid column 
characteristics and wellbore geometry. 
Oil Gravity – 18 °API 
Oil Specific Gravity = 141.5 / Oil API Gravity + 131.5 
                                  = 141.5 / (18 + 131.5)   
                                  = 0.946 
Pilot well water cut – 72% 
East Field Water Pressure Gradient – 0.442 psi/ft  
Wellbore fluid gradient: 

= (0.72*0.442)+(0.28*0.946*0.442" )"=0.435 psi/ft" 
Mid Perforation Depth – 3,663’ MD; 3,264’ TVD 
Well Static Fluid Level from Surface – 884’ MD; 848’ 
TVD (Perforation Submergence 2416’ TVD) 

The wellbore static fluid  level correlates directly to  
the reservoir pressure at the sand-face. 
Estimated Reservoir Pressure: 

Reservoir Pressure = Pressure Gradient x Perforation TVD 
                              = 0.435 psi /ft x 2416ft = 1,050 psi 

Table 2 shows the reservoir pressures obtained from 
the calculations. 

 

Table 2. Calculated Reservoir Pressure 

Well Pilot Well 
Formation Water Cut (%) 72.0 

Well Fluid Gradient (psi/ft) 0.435 

Reservoir Pressure (psi) 1,050 

 
 

The pilot well can produce under natural flow (see 
Figure 7). This is determined by the intersection of the 
blue (IPR) curve by the pink (vertical lift perfo rmance) 
curve. Once these two curves intersect at a satisfactory 
value then artificial lift is not required. If the curves do 
not intersect or intersect at an undesirable low values, 
then artificial lift should be considered to improve 
production rates. Evidence shows the basis for 
determining feasible production rates for the reservoir/  
well system (see Figures 7 and 8). Table 3 shows the 
results of tier-1 model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.  IPR and VLP Curves for Pilot Well 

 

 
 

 

 

 

 

 

 

Figure 8. Artificial Lift  Confirmation Plot for Pilot Well 
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Table 3. T ier-1 Model Results 

Well Pilot Well 

Artificial Lift Needed Yes 

IPR-VLP Intersection No 
Maximum Potential 510 STB/d 

 
 
4.2 Tier-2 Model and Results 

Tier-2 modelling involved further development of the 
tier-1 model for the pilot well. Each artificial lift method 
utilised on platform X (gas lift, PCP and jet  pump) was 
simulated to determine production potential for each lift  
model for comparison.  
 
4.2.1 Artificial Lift Method 1 – Gas Lift 

Considerations: 
1. Production tubing size: 2-7/8” 6.5 lb/ft (ID –  

2.441”) 
2. Gas Lift System details: 

a. 1200 psi system 
b. SLB Camco BK-1 Series Valves 

Available Injection Gas per well:  0.1 – 0.2 MMscf/d. 

Gas lift  models were designed using the existing 
equipment and conditions on platform X. The designs 
were then applied to the tier-1 model to simulate the 
production rates under gas lift. The efficiency of this lift  
regime was analysed using a lift perfo rmance plot to  
determine the maximum production which can be 
obtained using gas lift and the quantity of gas required 
for injection for this production. 
 
4.2.2 Pilot Well Gas Lift Potential 

Figure 9 shows the results from nodal analyses 
conducted using platform X gas lift operating conditions 
and the production potentials (shown in co lumn 3 of 
Table 4). Figure 10 shows the sensitivities investigated 
to determine the optimal injection/ production 
configuration. The maximum potential of the gas lifting  
regime is shown in columns 5 and 6 of Table 4.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Pilot Well Gas Lift  Potential 

Table 4. Results from Tier-2 Gas Lift  Models 

Well Pilot Well 

Design Feasibility at Present Conditions No 

Lift  Potential (blpd) 80 
Required Injection Gas (MMscf/d) 0.28 

Maximum Lift Potential (blpd) 94 
Required Injection Gas (MMscf/d) 0.75 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. Pilot Well Gas Lift  Optimisation Plot 

 
Based on gas lift ing operations, the total expected 

gain is 224 blpd with a required  gas injection  pressure of 
1,200 psi and gas rate of 2.23 MMscf/d. 
 
4.2.3 Artificial Lift Method 2 – Progressive Cavity 

Pumping  

Four assumptions were made to develop the PCP lift  
model in PipeSim. These are: 
1. Pump setting depths (PSD) were estimated to be 

placed approximately fifty (50’) above the liner 
top. This would allow for ease in pumping spacing 
as well as promote higher gas expulsion rates. 

2. Standard PCP submergence operating practices 
were 500’ to 900’ of fluid submergence. Th is 
allows for maximum drawdown whilst ensuring the 
PCP maintains constant fluid contact (for cooling  
and lubrication). 

3. Zero frictional pressure drop within production 
tubulars. 

4. Pump volumetric efficiency of 100% though not 
possible due to entrained gas in the production 
stream. 

Design Basis for PCP Modelling (S-337): 

PSD = 3,303’ (TOL) - 50’ = 3,253’ 
 

Equation 1: PSD Calculation 

Determination of FBHP for Scenario 1 – PSD 3,253’ 
with 900’ submergence: 
Mid perforation depth – 3,264’ (TVD)  
Pump depth – 3,253’ MD (2,824’ TVD) 

BHP at Pump Depth  
    = 1,050 psi – [(3,264-2,824) x 0.435] = 859.6 psi 

Resultant BHP with a 900’ fluid column: 
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BHP of system  
    = 859.6 psi – (900ft x 0.435 psi/ft) = 533.1 psi 

The calculat ions were repeated for 500’, 700’ and 
900’ submergence configurations. Table 5 shows the 
derived flowing bottom-hole pressures for the 
aforementioned conditions. 

 

Table 5. PCP FBHP for Submergence at 500, 700 and 900 Feet 

Submergence Flowing Bottom Hole Pressures (psi) 
S-337 

500’ 380 
700’ 466 
900’ 533 

 
 

The values in Table 5 were applied to the PCP 
model to replicate the maximum production potentials 
under a PCP-type regime. Th is was achieved by 
determining the inflow into the wellbore by using a 
drawdown pressure, defined as follows: 
Drawdown =  
Reservoir Pressure (P r) – Flowing Bottom Hole Pressure (FBHP) 

  
4.2.4 Pilot Well PCP Potential 

Figure 11 and Table 6 show the results from modelling  
and installing the resultant PCP design at FBH pressures 
of 380, 466 and 533 psi, respectively, into the respective 
tier-1 model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11. Pilot Well PCP Production Potentials 

 

Table 6. PCP Performance Data for Submergence at 500, 700 
 and 900 Feet 

Well Pilot 
Design Feasibility at Present Conditions Yes 

Production Potential for 
Submergence Specified (BLPD)  

500 ft  375 
700ft 325 
900ft 278 

 
 

Based on empirical data from PCP operations within  
the East Soldado acreage, a  minimum of 700’ of fluid  
submergence is the optimum t rade-off between pump 
submergence and fluid drawdown. The expected 

production from PCP lift ing operations (assuming  
absolute pump volumetric efficiency and ignoring 
frictional p ressure drops) is 325 BLPD. This production 
is an overestimate of the potential and simulations should 
be done with PCP modelling software to determine a 
more accurate production potential. 
 
4.2.5 Artificial Lift Method 3 – Jet Pumping Operations 

The objective of tier-2 jet pumping modelling was to 
develop an accurate model of the existing conditions 
with the presently installed nozzle-throat configurations 
in the p ilot well. This would be the basis for the first 
level o f jet lift perfo rmance comparison and the base 
model for tier-3 modelling. Figure 12 represents the 
present potential for the pilot well under the current 
throat/nozzle/inject ion pressure regime. A summary of 
the production potential derived from the jet pump 
design installed into the t ier-1 model is shown in Table 
7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12. Pilot Well Present Jet Pumping Model 
 

Table 7. Summary of Existing Jet Pump Models 

Well Pilot Well 
Production Target, bfpd 410 

Injection Pressure, psi 1,560 
Power Fluid Required, bfpd 1,300 

Throat/Nozzle Size 0.125/0.240 

   Note: Injection rates were at 900 – 1,100 psi during initial test – October, 2013. 

 
Based on the present designs, the expected 

production is 410 b fpd. It should be noted that based on 
simulation sensitivities, the present model have not been 
optimised. Thus, the jet pumping model developed in  
tier-2 was then used as the base for tier-3 modelling. 
Tier-3 was designed to develop optimal jet pumping  
models to determine the t rue production capability of the 
jet pumping system.   

 
4.3 Tier-3 Model and Results  

Tier 3 involved the manipulat ion of t ier-2 jet pumping  
model to obtain an optimal model whilst remaining  
within the confines of the surface equipment (maximum 
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pumping pressure of 2,700 psi). It should be noted that 
three power fluid pumps are available for the delivery of 
power fluid down-hole. Thus, the operating restriction 
would be the injection pressure whilst allowing for large 
volumes of inject ion fluid to be trans mitted. Figure 13 
shows the optimised Tier-2 Jet Pumping Model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13. Pilot Well Optimised Jet Pumping Model 
 
 

Table 8 shows the optimum condition and 
production potential fo r the jet  pump model determined 
from this study for the pilot well. The incremental 
increase in production based on the revised models is 
500 bfpd requiring an additional 176 blpd of injection  
fluid, amounting to a total production of 1,500 bfpd.   

 

Table 8. Optimised Jet Pump Model Parameters 

Well Pilot Well 

Production Target, bfpd 450 
Injection Pressure, psi 2,166 

Power Fluid Required, bfpd 1,150 
Throat/Nozzle Size 3E 

 
 
5. Discussion 

The objective of this performance analysis was to 
determine which art ificial lift method is most suitable for 
heavy oil using the East Soldado field  as an example. 
Based on current well conditions of low GOR’s and high  
water cut, the gas availab le for inject ion for gas lift is 
0.28 MMscf/d which allows a production rate o f 80 bfpd   
as shown in Figure 10 and Tables 4 and 9.   

Figure 11 shows the results from modelling the PCP 
design at three submergence depths and the 
corresponding FBH pressures. Under a PCP type regime, 
a min imum of 700 feet of flu id submergence is the 
optimum trade-off between pump submergence and fluid  
drawdown. The expected production from PCP lifting  
operations (assuming absolute pump volumetric 
efficiency and ignoring frict ional pressure drops) is 325 
blpd. Figure 13 and Tab le 8 show the required injection  

pressure and fluid for an optimised jet pump model to  
produce 450 bfpd using the current well configuration.  

Table 9 shows that from these three artificial lift  
models, hydraulic jet pumps are capable of lifting 40 % 
more flu ids than PCP and 400 % more than gas lift for 
this heavy oil field. Other reasons contributing to the 
attractiveness of hydraulic jet pumps are the low 
installation cost and little set-up time; the existing 
infrastructure requires minimal surface work; and there 
is no need for rig intervention. 
 

Table 9. Production Potential Comparison for Artificial Lift  
Studied 

Well Pilot 

Deepest Lifting Point 3,278 ft  
Maximum Potential (bfpd) 505 

Production via Artificial Lift Method 
(bfpd) 

PCP 325 
Jet Pump 450 
Gas Lift  80 

 
 

The tier-2 jet pump models were modified for 
increased production and for the prevention of pump 
cavitation.  A matrix was developed to compare and rank 
each lifting method: 1 – Poor/Undesirable, 2 – Tolerab le, 
3 – Fair, 4 – Excellent, and 5 – Ideal. Cost evaluations 
were done relative to the method with the lowest criteria  
cost.Based on Table 10, using hydraulic jet pumps is the 
most efficient and cost-effective artificial lift method for 
the Soldado East Field with a total score of 4.5. 

 
The limitations to this study were identified as: 

1. Pressure surveys for the reservoirs under study were 
not available. Thus, reservoir pressure had to be 
calculated using static fluid stream existing in the 
wellbore. 

2. Individual well tests data were unavailable due to 
test trap system on the platform. Platform X testing 
system utilises a test separator (operating at 50 psi) 
with all fluids from the separator proceeding to a 3 
bbl metering vessel. Testing jet  pumping well 
resulted in flooding the separator due to the high 
GLR of the system and volume of liquid being  
tested. 

 
6. Conclusions 

Based on the analysis, it can be concluded that jet pumps 
are capable of lift ing 40% more flu ids than PCP and 
400% more than gas lift for the East Soldado Field. A lift  
score analysis was developed in this study between PCP 
pumps, hydraulic jet pumps and gas lift.  

The results indicate that hydraulic jet pumps are 
cheaper and easier to install, operate and maintain. 
Moreover, this lift score analysis can be applied to 
determine the most suitable artificial lift  method for 
other fields in the Soldado acerage. 
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Table 10. Artificial Lift  Comparison Matrix  

Criterion Progressive Cavity Pumping Hydraulic Jet Pumping Gas Lifting 

Production Potential  325 bfpd requiring electric power 
Production Potential – Optimisic 
PCP simulations done ignoring 
frictional pressure from and assuming 
100% pump efficiency. 
Score: 3 

450 bfpd requiring 1,150 bfpd PF 
Production Potential – Realistic 
Low resource cost as water is utilised 
as power fluid and the PF is fully 
recycled through continuous 
operations. 
Score: 5 (1,150 bfpd – stream 
recycled) 

80 bfpd requiring 0.28 MMscf/d 
Production Potential – Realistic 
High resource demands as produced low 
GOR’s and watercut impose gas 
demands on field. 
Score: 1 (1.25 Mscf/bfpd - poor) 

Installation Cost  High Investment Cost required for 
PCP installation as Winch work (Rig) 
is required for pump installation. High 
costs for PCP pumps. High surface 
equipment cost for PCP Drivehead, 
Power generation equipment and 
transmission system. 
Score: 1 

Low Investment Cost required for Jet 
Pump Installation. No rig intervention 
required – wireline operations only. 
Minimal Jet Pump Cost 
Moderate Surface equipment (PF 
pump and PF Tank) cost. 
Score: 4 

High Investment Cost required for Gas 
Lift installation. Rig intervention 
required for placement of gas lifting 
string. Costly GL Mandrels and Valves 
required. Moderate surface equipment 
(Nat. Gas Compressor) costs.  
Score: 2 

Installation Time Lengthy Installation time as complete 
installation requires two tubular trips 
(Tubing String with stator + Rod 
String with rotor), wellhead and 
drivehead placement and electrical 
connection required. 
Score: 1 

Low installation time as components 
can be transferred and installed using 
wireline. Trips required 2 – tubing 
stop profile and jet pump assembly. 
Moderate time required for PF 
transmission lines (if not in place). 
Score: 4 

Lengthy installation time required for 
the makeup and placement of a gas 
lifting string with gas lift mandrels and 
valves. Moderate time required for Gas 
transmission lines (if not in place). 
Score: 3 

Start-up T ime  
(First Oil) 

Moderate start-up time. Process 
requires power system hook-up and 
completion fluid offloading. 
Score: 4  

Minimal start-up time. No offloading 
required as well control is not 
required. PF pump start-up = first oil 
Score: 5 

Moderate start-up time. Process requires 
Gas system hook-up and completion 
fluid offloading. 
Score: 3 

Ease Of Optimisation/ 
System Change-out 

Optimisation resources minimal but 
range is limited (if VFD is present). 
Drastic optimisation efforts require rig 
intervention for pump change out. 
Score: 2 

Initial Optimisation resources required 
– minimal (PF pump pressure/rate 
adjustment). Drastic optimisation 
efforts requires wireline operations for 
pump replacement 
Score: 4 

Initial Optimisation resources required – 
requires wireline operations for valve 
replacement. Drastic optimisation efforts 
require rig intervention. 
Score: 1 

Chemical Injection 
Complexity/Cost 

Injection requires chemical injection 
mandrel, valve and transmission line 
for downhole placement.  
Score: 3 

Chemical can be injected and 
placement downhole by mixing with 
injection fluid within fluid 
reservoir/PF transmission line. 
Score: 5 

Injection requires chemical injection 
mandrel, valve and transmission line for 
downhole placement.  
Score: 3 

Average Lift Score 2.3 4.5 2.2 

Source: Abstracted from Balgobin (2015) 
 
 
Appendix 1: Well Test Data 
 
Table A1 shows the production test data used to production match modelling parameters in Tier 1. Table A2 shows the tank test 
data used for production matching Tier-2 Jet Pumping Models. 

 
Table A1. Jet Pumping Test Data for Pilot Well 

Date Test O il (bpd) Test Water (bpd) Gross Fluid (bpd) Watercut (%) 

23/05/13 51.62 105.38 157 71.7 
24/05/13 45.58 115.42 161 71.7 
25/05/13 37.37 94.63 132 71.7 

 
Table A2. Well Test Data after Jet Pumps were Installed 

Date Rate (bbl/hr) Rate (bbl/day) 

Oct, 2013 24.6 590.4 
Nov, 2013 23.2 556.8 
Dec, 2013 20.0 480.0 
Jan, 2014 15.0 360.0 
Feb, 2014 10.0 240.0 
Mar, 2014 8.0 192.0 

April, 2014 5.5 132.0 
June, 2014 – Jan, 2015 0.0 – 1.4 0 – 33.6 

Feb, 2015 23.3 599.2 
April, 2105 25.1 602.4 
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Abstract: Seeds of the ackee fruit are high in starch content and are a major waste product of the ackee aril canning 

industry.  The objective of this study was to investigate the physicochemical and functional properties of isolated ackee 

seed starch. De-hulled seeds were dried and milled into ‘flour’ which was defatted by Soxhlet extraction using 

petroleum ether.  Starch extraction was carried out using 0.2% w/v NaOH solution (24°C, 6 h) and the starch residue 

soaked in aqueous NaOH (0.05% w/v) for 12 h to remove soluble impurities and then subjected to a bleaching 

treatment (HCl, 0.01 N).  Solubility, swelling power, water absorption, oil absorption and extent of syneresis o f the 

starch were measured and hypoglycin content was determined by reversed phase HPLC.  Pasting, thermal properties, 

crystalline pattern, granule morphology and gel texture were determined, and the gelatinised starch used to prepare 

retrograded resistant starch. Ackee seed starch comprised small granules which exhibit a C-type diffraction pattern. 

The starch showed restricted swelling, moderate peak viscosity, and low breakdown compared with commercial corn 

and potato starches, while the water absorption and oil absorption values were similar to the commercial starches.  

Ackee starch had a high setback, high syneresis, produced opaque pastes and formed a hard gel texture. Apparent 

amylose content and the content of retrograded starch were high. Based on the properties, the starch may be suitable 

in manufacturing of noodles and to produce retrograded resistant starch and may have applications in fat replacers, 

dusting/face powders and bioplastics. 

Keywords:  Ackee seed, starch, properties, physicochemical, functional 

 
1.  Introduction 

The ackee plant is a tropical to sub-tropical t ree, 
originated from West Africa, and it  can be found in most 
islands of the West Indies, Central America and 
Southern Florida. When the fru it is mature, the red  or 
yellow pod splits open to reveal cream-coloured or light-
yellow arils attached to a glossy, spherical b lack seed 
(see Figure 1). 

Only the mature arils are edib le as the immature 
fruits contain the toxic cyclopropyl non-protein amino  
acid hypoglycin A (HGA).  The seeds of the fruit  contain 
HGA as well as hypoglycin B (HGB), a g lutamyl 
conjugate of HGA (Hassall and Reyle, 1955).  

Canned mature ackee arils are produced in Jamaica, 
Hait i and Belize, and exported to the United States of 
America (USA), Canada and the United Kingdom (UK). 
The value of ackee exports from Jamaica averaged 
15.6K USD in 2018 (Statistical Institute of Jamaica 
(STATIN), 2019).  Unlike ackee arils, the seeds have no 
commercial value and are often d iscarded as a waste 

residue of the ackee canning industry (Hyatt, 2006).  The 
seeds are, however, rich  in  starch (44.2%), protein  
(22.4%) and fat (21.6%) (Djenontin et al., 2009).  Ackee 
seeds comprise a shiny black protective outer shell that 
strongly adheres to the cream-coloured cotyledons 
(Morton, 1987) (see Figure 2). 

A few pioneering works have investigated the 
properties of the ackee seed ‘flour’ (from whole and de-
hulled seeds) and the extraction of starch from the ackee 
seeds (Abiodun et al., 2015a, 2015b; 2018).  Abiodun et 
al. (2015a) reported on several properties of ackee seed 
starch isolated from de-hulled seed flour, including  
amylose content, granules size, swelling properties and 
paste clarity and viscosity.  They reported that ackee 
seed starch has a relatively high amylose content (41.5 ± 
1.0%), small granules (6.5 µm), restricted swelling (9.68 
g gel/ g starch at 90°C) and produced opaque pastes 
(light transmission 0.70 ± 0.11%). Additionally, the 
starch was found to have a low viscosity breakdown 
(1978 cP), but setback was high (4664 cP).   
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Figure 1. Mature Ackee Fruit  (left) and Immature Ackee Fruit  
(right) 

 
 
 
 
 
 
 
 
 
 
 

Figure 2. Ackee Seed (a) whole (b) colyledon and shell 
 
 

Abiodun et al. (2015b) reported the whole seed flour 
to have a carbohydrate content of 59.2% and a swelling  
power of 8.3 g gel/g flour at 90oC. Additionally, the flour 
was found to have a lower setback (157.6 cP) compared  
with the corresponding starch. 

In a further study, Abiodun et al. (2018) studied the 
effect of chemical modification (acid, alkali, acetylation  
and oxidation) and physical modificat ion (pre-
gelatinisation) on the properties of ackee seed starch 
isolated from de-hulled  seed flour.  Paste clarity was 
improved by pre-gelatinisation; however, none of the 
chemical modificat ions resulted in increased light 
transmittance of the starch paste nor improved the 
freeze-thaw stability of the starch. The starch treated 
with alkali (2.5% NaOH, pH 10.5) was found to have a 
higher peak viscosity than the native starch, and the 
starch was more stable towards heat and shear when 
treated with acid or alkali, oxidised or pre-gelatin ised. 
All the modificat ions investigated resulted in an  
improvement (reduction) in the setback values of the 
starch. 

Previous works on starch isolation were based on an 
extraction method used for yams and starchy tubers, 
which do not contain significant quantities of lipids and 
proteins.  Ackee seeds, however, have high lipid  and 
protein contents (up to 20% dry weight each) (Djenontin 
et al., 2009; Esuoso and Odetokun, 1995).  Previous 
works did not report on the protein content of the 
isolated ackee seed starch and did not include a defatting  
step to remove lip ids.  Lipids are reported to restrict  
swelling and solubility of granules, and reduce light 
transmission of starch pastes, hence resulting in opaque 

pastes (Alcazar-A lay and Meireles, 2015; Chinma et al., 
2012).   

The objective of this study was to deepen the 
characterisation studies of native ackee seed starch 
through the isolation of starch from defatted seed flour 
and assessment of physicochemical and functional 
properties of the starch.  Based on the results of the 
characterisation of the ackee seed starch, possible 
applications are presented.  All analyses 
(physicochemical and functional properties) were 
repeated using commercial corn and potato starches for 
comparison purposes.   

 
2. Materials and Methods 

Ackee seeds were collected directly from canned ackee 
processors.  Seeds were manually de-hulled and dried  
(60oC, 24h) in a forced draft convection oven 
(Environette, Lab Line Instruments Inc., Illinois). Dried  
seeds were milled (Model 4-E Quaker City Mill, The 
Straub Company, Ph iladelph ia) to pass through a sieve 
(pore size 0.5 mm) and the flour was defatted by Soxhlet  
extraction using petroleum ether (b.p. 60-80oC).  

Starch was isolated from ackee seeds according to a 
method developed by Falloon (2019, unpublished) to 
determine an optimum steeping condition in terms  of 
starch recovery and colour. Starch ext raction consisted of 
steeping the defatted flour in an extract ing solution of 
0.2% sodium hydroxide (NaOH, 1:10 w/v, 24oC, 6 h), 
soaking in aqueous NaOH (0.05% w/v, 12 h) to remove 
contaminating proteins, hypoglycin toxins and other 
soluble impurit ies, and washing the starch residue in 
hydrochloric acid  (0.01 N) to improve starch whiteness. 
The starch slurry was dried in a convection oven (37oC ± 
2oC, 48 h), ground to a powder (0.5 mm) and stored in  
re-sealable LDPE bags at 4oC. The process steps are 
shown in Figure 3. 

Chemical composition (g/100 g starch wet weight 
basis) of ackee seed starch and commercial corn  and 
potato starches was determined using standard analytical 
methods: moisture (AOAC (2012) Official Method 
930.15), total starch (AOAC (2012) Official Method 
996.11), crude protein (AOAC (2012) Official Method 
2001.11), crude fat (AOAC (2012) Official Method 
945.16), damaged starch (AOAC (2012) Official Method 
942.05), and apparent amylose (AACC (1999) Method 
61-03). Hypoglycin A (HGA) and Hypoglycin B (HGB) 
contents of starch from ackee seeds were determined by 
reversed phase HPLC as described by Sarwar and 
Botting (1994). The analyses were done using four 
replicates. 

  Granule size and morphology of ackee seed, corn 
and potato starch granules were determined using a light 
microscope and a scanning electron microscope (SEM) 
according to the method of Pérez et al. (2011). For light 
microscope, a 2% aqueous starch suspension was stained 
using iodine solution (3.5 x 10-3 N). The granules were 
viewed   on   a   light   microscope   at   x 40   and   x 100  

 

  
a b 
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Figure 3. Starch Isolation from Ackee Seed Defatted Flour 

 
 
magnificat ions. In the case of SEM (Phillips SEM 
515,Denton), starch samples were placed on an  
electrically ground adhesive tape and coated (EM Sputter 
Coater) with a thin layer (15 - 40 nm) of go ld in an argon 
atmosphere. The starch granules were viewed at a  
magnificat ion of x 2500 at 30 kV. Granular diameters 
were measured using a Gatan Microscopy Suite (GMS 3) 
software (Gatan, Inc., Pleasanton, CA 94588).  

X-Ray diffraction pattern of ackee seeds, corn and 
potato starches was determined based on the method 
described by Nwokocha and Williams (2011). Starch  
samples were heated in a convection oven (Thelco  
Laboratory Oven, Thermo Electron Corporation, 
Winchester, Virgin ia) at 50oC for 24 h. Step-scanned X-
ray diffraction patterns for starches were collected on a 
diffractometer (D2 Phaser, Bruker Corporat ion, Billerica, 
Massachusetts) using the DIFFRAC.SUITE V. 3.0 
software (Bruker Corporation). The X-Ray source 
operated at 40 keV and 20 mA with a Cu target and 
graphite – monochromator radiation Kα radiation (λ = 
1.5406). Data were collected by a step-scanned method 
between 2° to 40° in 2θ angle (1.2o/min).   

Thermal properties of ackee seed, corn and potato 
starches were determined according to Hussain (2015) 

using a Differential Scanning Calorimeter (DSC) 
(Setaram Micro  DSC III). A 1:3 starch/water slurry was 
prepared, equilibrated to ambient temperature and heated 
in the DSC from 5oC to 110oC at 2oC/min. Distilled  
water was used as reference and data analysed using 
Setsoft 2000 software V. 3.0.6 (Setaram Inc, Cranbury, 
NJ 08512). Melting enthalpy and temperature axis were 
calibrated with standard metals. Onset of gelatinisation, 
peak temperature (°C), conclusion gelatinisation 
temperature (°C), and gelatinisation enthalpy (J/g) were 
determined from the resulting thermograms.    

Water absorption capacity (WAC) of starches was 
determined according to the method described by Yadav 
et al. (2016). Aqueous starch suspensions (1:10 w/v) 
were stirred for 30 minutes at 25oC on a magnetic 
stirring plate and the mixtures centrifuged at 2000g for 
10 min. WAC (g H2O/g starch) was calculated according  
to Equation (1).  Oil Absorption Capacity (OAC) was 
calculated in the same manner except that oil was used 
instead of water.  

WAC = (Weight Starch g final – Weight Starch g initial) 

                      Weight Starch g initial                                                       (1) 

Swelling power (g gel/g starch) and solubility (%) of 
the starches were based on the method described by 
Torruco-Uco and Betancur-Ancona (2007). Aqueous 
starch suspensions (1:10 w/v) were heated in a water 
bath at 30oC ± 1oC for 30 minutes with constant 
agitation, centrifuged (12,000 g, 10 minutes) and the 
supernatants dried in  a convection oven at 120o C for 4 h. 
The weight (g) of the water-saturated starch sediment 
and the dried soluble starch were recorded. The 
experiment was repeated at temperatures of 40oC, 50oC, 
60o C, 70oC, 80oC, 90oC and 95oC. So lubility and 
swelling power were calcu lated using equations (2) and 
(3) respectively, using four replicates.  

%Solubility (S) = 

 (Weight Dried Solubilised Starch g)           x 100 
 Weight Starch Initial g                                                                    (2) 

Swelling Power (g gel/g Starch) = 

.                         (Weight swollen starch granules g                      .     

 Weight Starch Initial g – [(% Solubility/100) x Weight Starch Initial g]      (3) 

 Pasting properties (peak viscosity (cP), breakdown 
(cP), set back (cP) and pasting temperature (°C) of the 
starches were determined, in trip licates, using a Rapid 
Visco Analyser, RVA 4 Stand-alone (Newport Scientific, 
Warriewood, Australia) accord ing to Method 76-21 
STD1 of the American Association of Cereal Chemists 
(AACC) (1999). The effects of pH on pasting properties 
were also investigated. The pH of the mixture was 
adjusted to 3.0, 5.0, 7.0 or 9.0 by dropwise addition of 
HCl (0.1N) or NaOH (0.1N).  

Paste clarity (% trans mission) was determined 
according to the method described by Hassan et al. 
(2013). Aqueous starch suspensions (1% w/v) from 
ackee seed, corn and potato were prepared in t rip licate 
and heated (95oC, 1 h) and cooled to 25oC. In itial paste 
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clarity was determined by measuring the percentage light 
transmission of the pastes at 640 nm using a UV-VIS 
spectrophotometer (Evolution 60S, Thermo Scientific, 
Madison, WI). Starch pastes were  stored at 4oC, and 
light transmittance measured every 24 h for 6 days. 

Starch syneresis (%) was determined based on the 
method described by Torruco-Uco and Betancur-Ancona 
(2007). Aqueous starch suspensions (6% w/v) were first 
heated to 95oC for 15 min, held at 50oC for 15 min, then 
cooled to 25oC. The starch pastes were centrifuged 
(8000g, 10 minutes). The starch gels were stored at 4oC, 
and the extent of syneresis determined after 48 h, 72 h, 
96 h and 120 h. Percentage syneresis was calculated 
according to equation (4).  Freeze-thaw stability (% 
syneresis at -18oC) was assessed using the procedure 
described for syneresis except that gels were stored at -
18oC.  

%Syneresis = 

 (Weight gel initial g – Weight gel after storage g)   x 100 
 Weight gel Initial g                                                                          (4) 

Gel Texture was assessed using the method 
described by Sun et al. (2014). Aqueous starch 
suspensions (10% w/v) were heated in the Rapid Visco 
Analyser (RVA) according to Method 76-21 STD1 of the 
AACC (1999) to produce starch pastes. The pastes were 
cooled to ambient temperature and sealed with paraffin  
film and stored at 4oC for 8 h. Texture parameters were 
analysed using the Brookfield QTS-25 Texture Analyser 
using a cylindrical p robe (dia 12 mm) at a  penetration 
depth of 10 mm (0.5 mm/s). Hardness (N), adhesiveness 
(gs), chewiness (gs), springiness (mm), cohesiveness and 
gumminess (g) were calcu lated using the TexturePro  
Version 2.0 software (CNS Farnell, Borehamwood 
WD61RX, UK). The experiment was repeated by storing 
the starch pastes at 25o C for 8 h. Analyses were done 
using three replicates.  

Retrograded starch was prepared according to the 
method described by Sajilata et al. (2006). A 10% starch 
suspension was heated in a water bath at 95oC for 30 
minutes with constant agitation. The resulting starch 
pastes were further heated in an autoclave at 121oC for 
20 minutes, cooled to 25oC and immediately  stored at -
18o C for 24 h. A portion of the starch paste (15g) was 
thawed at 25oC for 2 h, d ried at  50oC (24 h) in a 
Precision convection oven (J’Quan Inc., Winchester, 
Virgin ia), milled  and stored at 4oC.  The remaining  
starch paste was used for two additional 
autoclave/freeze-thaw cycles. The resistant starch 
content of the retrograded starches (% dry weight) was 
determined according to the AOAC (2012) Official 
Method 2002.02. The experiment was done in triplicate. 

Statistical analyses were performed using IBM 
SPSS Statistics Version 21 (2015) (IBM Corporation, 
Armonk, New York) and Microsoft Office Excel 2013 
(Microsoft Corporation, Redmond, Washington).  
 
3. Results and Discussion  

3.1 Chemical Composition 

The starch and moisture contents (% wb) of whole and 
de-hulled seeds and defatted flour are presented in Table 
1. The moisture content of de-hulled seeds averaged 
50.46 % (wb) or 1.23 g H2O/g dm.  The starch content of 
whole seeds, de-hulled seeds and defatted flour ranged 
from 15.42 to 56.31% (wb) or 0.34 to 0.60 g/g DM, 
respectively.  The dry matter content of de-hulled ackee 
seed flour reported by Abiodun et al. (2015a) was 
32.94% (wb).  

 

Table 1. Starch and Moisture Content of Ackee Seed 

 
Component 

Ackee Sample 
Whole Seeds De-hulled Seeds Defatted f lour 

Moisture %wb 55.24 ± 0.89c 50.46 ± 1.11b 5.99 ± 0.55a 

Starch %wb 15.42 ± 0.27a 21.74 ± 0.58b 56.31 ± 1.51c 

Values represent mean ± standard deviation, N = 3;  
a-c Values sharing at least one letter in a row are not significantly different (95% 

CI) 
  
 

In this study, the starch yield (%) from the defatted 
flour averaged 45.13 ± 1.75% which is higher than the 
14.31% reported by Abiodun et al. (2015a) fo r de-hulled  
seed flour, possibly because the seed flour used in that 
study was not defatted.   In this study, the starch yield 
(%) from the whole seeds with shell averaged 13.47 ± 
0.51%.   

The chemical composition of the isolated ackee seed 
starch and commercial starches is given in Table 2.  The 
moisture content of the isolated starch averaged 12.03% 
(wb) or 0.14 g H2O/g dm and was within the normal 
range expected for starches (Thomas and Atwell, 1999). 
For all starches, crude fat and protein was less than 0.1% 
(wb). The process used to isolate starch from ackee seeds 
was therefore very effective in removing both fat and 
protein.  
 
 

Table 2. Chemical Composition of Starches 

Component 
(% wb) 

Ackee Sample 
Ackee Seed Corn Potato 

Moisture 12.03 ± 0.55b 9.51 ± 0.19a 13.19 ± 0.27c 
Crude Protein 0.08 ± 0.01  0.09 ± 0.015  0.10 ± 0.01  
Crude Fat 0.07 ± 0.01  0.09 ± 0.021   0.08 ± 0.01  
Ash 0.13 ± 0.01a 0.12 ± 0.010a 0.28 ± 0.03b 
Total Starch (Purity) 82.59 ± 2.09   82.54 ± 2.31   82.90 ± 1.49   
Apparent Amylose  34.26 ± 0.20b 27.62 ± 0.60a 34.25 ± 0.40b 
Damaged Starch  1.59 ± 0.09c 1.23 ± 0.22b 0.40 ± 0.07a 

Values represent mean ± standard deviation, N = 3 
a-c Values sharing at least one letter in a row are not significantly different (95% 

CI) 
  
 

Minute quantities of proteins and lipids are 
chemically bonded to starch granules and are difficu lt to 
remove (Thomas and Atwell, 1999).  Starch from ackee 
seed and commercial corn starch had a similar ash 
content of 0.13% (wb), but the quantity was more than 
twice as high for potato starch.  This may be due to 
higher quantities of phosphorous in potato starches 
(Singh et al., 2003). 
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The purity of starch from the ackee seed averaged 
82.59% (wb) (or 0.94 g/g dm) which was similar to 
values obtained for commercial corn  and potato starches. 
The quantity of damaged starch granules in ackee seed 
starch was found to be 1.59%, which is within the range 
reported by Pérez et al. (2011) fo r waxy yam variet ies 
(0.41-2.95%) and Simsek et al. (2009) for different pea 
varieties (1.54-1.80%). Lower values were obtained for 
commercial corn and potato starches. Starch granules 
may become damaged as a result of milling during starch 
isolation, or degradation by endogenous amylases in the 
starting material (Tran et al., 2011; Williams, 1967).  

The apparent amylose contents of ackee seed starch 
and commercial potato starch were similar, but apparent 
amylose content of commercial corn starch was lower (p  
> 0.05). Abiodun et al. (2015a) reported an amylose 
content of 41.47% for ackee seed starch extracted from 
de-hulled seed flour, similar to the find ings of this study. 
However, in  a subsequent study, they reported a much 
lower amylose content of 22.1% for the native starch 
isolated from de-hulled seed flour, and even lower 
quantities (18.3 - 21.2%) for the acetylated, alkaline 
treated and pre-gelatinised starch (Abiodun et al., 2018).   

Jane et al. (1999) reported that the apparent amylose 
content of potato starch was much higher than its 
absolute amylose content (36% vs 19%); for corn starch, 
there was a 7% difference between apparent amylose and 
absolute amylose (29% vs 22%). The disparity between  
apparent and absolute amylose fo r potato starch could be 
as a result of amylopectin chains with relatively fewer 
branches and intermediate materials; these are known to 
bind iodine resulting in an overestimation of amylose 
(Jane et al., 1999). High amylose starches are known to  
have restricted swelling properties and tend to ret rograde 
rapidly resulting in opaque pastes, hard gels, high 
syneresis and high setback (Alcazar-Alay and Meireles, 
2015). 

In this study, no hypoglycin toxins were detected in 
the ackee seed starch samples. Both compounds are 
water-soluble (Sarwar and Botting, 1994;  Hassall and 
Reyle, 1955) and would have been leached into solution 
by repeated washing of the starch residue during 
isolation. Abiodun et al. (2018) reported HGA and HGB 
content of native and modified starch obtained from de-
hulled ackee seed flour ranged from 38.8 - 57.5 ppm and 
71.8 - 84.8 ppm, respectively. In all cases, the values 
were below the regulatory limits of 150 ppm and 100 
ppm set by the Bureau of Standards, Jamaica (BSJ) and 
the United States Food and Drug Admin istration 
(USFDA) (Gordon et al., 2015).  
 
3.2 Size and Shape of Starch Granules 

Ackee seed starch granules had a round shape, and some 
were truncated (see Figure 4a). Regions of darker stains 
indicated higher amylose content and therefore 
represented amorphous sections of the granules (Thomas 
and Atwell, 1999). When viewed under a scanning 

electron microscope (SEM), some granules appeared 
round, truncated or dome-shaped (see Figure 4b). 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Ackee Seed Starch Granules; a: x 100; b: x 2500 
 

 
Granule diameter was smaller (6.89 ± 1.89 µm, N = 

407) compared  with corn  (10.74 ± 2.24 µm, N = 90) and 
potato starches (28.56 ± 14.52 µm, N = 90). Size 
distribution pattern revealed that approximately 95% of 
ackee starch granules have a diameter less than 10 µm. 
Abiodun et al. (2015a) reported similar morphologies 
and size distribution for granules of ackee seed starch. 
Abiodun et al. (2018) further reported that chemical 
modification by acetylation resulted in granules with  
deformed shapes, while in the case of the pre-gelatinised 
starch, the granules appeared as fragments. These 
modifications thus resulted in damaged starch granules 
which tend to have a h igher water absorption capacity 
and are more susceptible to attack by amylases (Hossen 
et al., 2011).  

Small granule starches are suitable for use in foods 
requiring creamy smooth texture and may serve as fat 
replacers and are desirable for use in biodegradable 
plastic films  (Lindeboom et  al., 2004). High amylose 
starch-based films have higher tensile  and impact  
strengths as well as h igher modulus and are less likely to  
absorb moisture compared with films from waxy  
starches (Wittaya, 2012). Jane et  al. (1992) stated that 
small-granule starches are suitable for use in dusting, 
face and baking powders, and as a laundry stiffening  
agent.   
   
3.3 X-Ray Diffraction Pattern  

Starches produce characteristic peaks when subjected to 
X-ray diffraction because of their semi-crystalline 
properties (Singh et al., 2003). Starch granules in which  
chains are closely packed and accommodate relatively  
few water molecu les produce an A-type diffraction  
pattern while B-type starches have a more open structure 
accommodating more water molecu les (Hizukuri et  al., 
2006). Starches of the C-type are considered 
intermediate, comprising granules of both A and A  types 
(Hizukuri et  al., 2006). A, B, and C-Type starches are 
typical of cereal, tuber and legume starches respectively. 

The X-Ray diffraction pattern for ackee seed starch, 

  
a b 
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not previously reported, is shown in Figure 5. A strong 
peak was observed at 17o (2 θ), moderate peaks were 
observed at 15o and 22.5o in 2θ, and weak peaks were 
observed at 6o, 10.5o, 20o and 26o in 2θ. These peaks are 
characteristic of the C-Type crystalline structure 
(Nwokocha and Williams, 2011). In the case of the 
commercial corn starch, strong peaks (in 2θ) were 
observed at 15o, 17o, 18o and 22o, while weak peaks were 
observed at 11o, 20o, and 26o.  Th is is characteristic  of an  
A-type diffract ion pattern (Nwokocha and Williams, 
2011).  For the commercial potato starch, a strong peak 
was observed at 17o, a moderate peak at 22o and weak 
peaks at 15o and 20o suggested that this is a B-Type 
starch (Nwokocha and Williams, 2011).   

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. X-Ray Diffraction Pattern for Ackee Seed Starch 
 
 
3.4 Thermal Properties  

The DSC thermogram of ackee seed starch is presented 
in Figure 6. Ackee seed starch had highest onset of 
gelatinisation (To) (66.67 ± 0.09 oC)), peak gelat inisation 
temperature (Tp) (71.45 ± 0.03o C) and conclusion 
gelatinisation temperature (Tc) (77.62 ± 0.10oC) (p < 
0.05), slightly lower values were recorded for 
commercial corn starch (To = 65.75 ± 0.08oC; Tp = 70.09 
± 0.09oC and Tc = 77.18 ± 0.18oC, respectively) and even 
lower values for commercial potato starch (To = 59.19 ± 
0.05o C, Tp = 63.63 ± 0.05o C and Tc = 72.63 ± 0.13oC, 
respectively).  Thermal properties of ackee seed starch 
using DSC have not been previously reported. 

A similar gelat inisation temperature of 71.50oC for 
ackee seed starch based on microscopic analyses of the 
granules was reported by Abiodun et al. (2015a). Yuan et  
al., 2007) stated that starches with higher melting  
temperatures have a higher level of crystallinity. 
Additionally, the gelatin isation temperature of a starch is 
further influenced by the “molecular architecture” of 
crystalline reg ions rather than simply the proportion of 
crystalline and amorphous regions (Huang et al., 2007).  

Enthalpy of gelatin isation (Δgel) was highest for 
potato starch (15.98 ± 0.43 J/g) followed by ackee seed 
starch (13.65 ± 0.12 J/g) and corn starch (12.34 ± 0.60 
J/g). Variat ion in Δgel represents differences in bonding 
forces between double helices that form amylopectin 

crystallites and relates to loss of double helical structures 
rather than crystalline order (Bhupender et al., 2013). 
Aggarwal et al. (2004) stated that high Δgel of starches 
implies the presence of many large size and irregular 
granules, while lower Δgel is indicative o f s mall-sized  
oval granules. In this study, potato starch granules were 
found to be larger than ackee seed and corn starches and 
had highest Δgel. Simsek et al. (2009) stated that starches 
having main ly B-polymorph have higher gelatinisation 
enthalpy than those comprising A-polymorph; this was 
consistent with find ings of this study where potato starch 
had higher Δgel compared with corn starch. 

Peak Height Index (PHI), the ratio of enthalpy of 
gelatinisation to gelatinisation temperature range (R), is a  
measure of uniformity in gelatin isation (Aggarwal et al., 
2004). PHI appears to increase as the size of starch 
granules increases (Aggarwal et al., 2004; Bhupender et 
al., 2013). There was no significant d ifference in PHI for 
ackee seed (2.86 ± 0.08 J/g-1 oC-1) and corn starches (2.85 
± 0.17J/g-1 oC-1) but the value was significantly higher (p  
< 0.05) fo r potato starch (3.60 ± 0.10 J/g-1 oC-1), possibly 
due to larger granular diameter. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Differential Scanning Calorimeter (DSC) thermogram of 
ackee seed starch 

 
 

3.5 Physical Properties 

There was no significant difference in water absorption 
capacity (WAC) at  25oC between ackee seed starch (1.09 
g H2O/g starch) and potato starch (1.10 g H2O/g starch), 
but corn starch had a significantly lower (p < 0.05) WAC 
(0.84 g H2O/g starch). Reasons for this are not clear but 
could be as a result of differences in granule structure, 
steric factors, hydrophilic-hydrophobic balance and 
extent of association between amylose and amylopectin 
chains (Henríquez et al., 2008). Oil absorption capacity 
(OAC) for ackee seed starch (0.75 g  oil/g starch) was 
similar (p > 0.05) to those recorded for corn  (0.75 g o il/g  
starch) and potato starches (0.72 g o il/g starch). WAC 
and OAC of ackee seed starch have not been previously 
reported in the literature.  

The swelling power of ackee seed starch at 95oC 
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was 19.49 ± 0.59 g  gel/g starch; this implied a restrictive 
swelling property. The swelling powers of starches at 
95o C can be classified as high (> 30), moderate (20 - 30), 
restricted (16 - 20) and h ighly restricted (< 16) (Shimelis 
et al., 2006). The commercial corn and potato starches 
were found to have moderate (25.91 ± 0.37 g gel/g  
starch) and high (40.57 ± 0.92 g gel/g starch) swelling  
properties respectively at 95oC. For all three starches, 
swelling power increased exponentially beyond their 
respective gelatinisation temperatures (see Figure 7). 
Starches with relatively low amylose content, large 
granule size and low gelatin isation temperature tend to 
have high swelling power (A lcázar-A lay and Meireles, 
2015; Singh et al., 2003). Swelling occurs primarily as a 
result of hydration of amylopectin chains; amylose 
chains reduce swelling because they form insoluble 
complexes with lipids and proteins (Singh et al., 2003;  
Shimelis et al., 2006).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Swelling Power of Ackee Seed Starch and  
Commercial Corn and Potato Starches 

 
 

Abiodun et al. (2015a) reported a swelling power of 
9.68 at 90oC for ackee seed starch which is lower than 
the 19.41 ± 0.12 g gel/g starch reported in  this study at 
that temperature. In a further study, Abiodun et al. 
(2018) reported an increase in  swelling  power of the 
ackee starch by chemical modification  (acetylation, 
oxidation, alkali-treated, acid treated) as well as pre-
gelatinisation. However, the increase was only marginal, 
and in all cases, the swelling of the starch was still highly  

 

restricted. The starch extract ion method reported by 
Abiodun et al. (2015a) did  not involve a defatting  
process. Thus, the isolated starch might have had a 
higher lipid content thus reducing granule swelling  
(Alcázar-A lay and Meireles, 2015). Starches with  
restricted swelling properties are suitable for use in foods 
such as noodles where much swelling is not desired 
(Shimelis et al., 2006). 

At 95oC, solubility of ackee seed starch was 
significantly lower (p < 0.05) (12.24 ± 0.60%), when 
compared with potato starch (15.62 ± 0.30%) and corn 
starch (29.34 ± 0.09%). The solubility of the starches 
increased rapidly  beyond their gelat inisation 
temperature. Like swelling power, solubility is reduced 
by the presence of bound lipids in  starch (Sh imelis et  al., 
2006; Singh et al., 2003). No prior works have been 
published on the solubility of ackee seed starch.  

 
3.6 Pasting Properties  

The pasting curve of ackee seed starch is presented in 
Figure 8. Ackee seed starch was found to have lower 
breakdown values and higher setback compared with  
commercial corn and potato starches (see Table 3). 
Pasting temperature was also higher for ackee seed 
starch perhaps due to higher gelatinisation temperatures 
(see Section 3.3).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 8. Pasting Curve of Ackee Seed Starch

Table 3. Pasting Properties of Ackee Seed Starch and Commercial Corn and Potato Starches 

Pasting Property 
Starch Sample 

Ackee Seed Corn Potato 
Pasting Temperature (oC) 75.10 ± 0.05 c 74.22 ± 0.08 b 66.20 ± 0.05 a 
Peak Viscosity (cP) 3760 ± 142 b 1937 ± 33 a 8348 ± 113 c 
Hot Paste Viscosity (cP) 3038 ± 136 c 625 ± 7 a 2727 ± 123 b 
Breakdown (cP) 721 ± 53 a 1312 ± 31 b 5621 ± 53 c 
Relative Breakdown (% of Peak Viscosity)  19.19 ± 1.39 a 67.73 ± 0.50 b 67.34 ± 1.09 b 
Cool Paste Viscosity (cP) 5230 ± 113 c 1265.33 ± 20.82 a 3297 ± 88 b 
Setback (cP) 2191 ± 46 b 640 ± 18 a 570 ± 51 a 
Relative Setback (% of Peak Viscosity) 58.37 ± 3.31 c 33.05 ± 0.41 b 6.84 ± 0.65 a 
Pasting T ime (min) 4.55 ± 0.04 c 4.05 ± 0.04 b 3.33 ± 0.00 a 

Values represent mean ± standard deviation, N = 3;  a-cValues sharing at least one letter in a row are not significantly different (95% CI)  
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The lower breakdown of ackee seed starch suggests 
that it may be suitable as a thickening agent in foods 
processed at high temperature such as gravies and soups. 
However, a h igh setback means that ackee starch has a 
high tendency to retrograde. The consequences of starch 
retrogradation include exudation of water from gels and 
staling of bread (Alcázar-A lay and Meireles, 2015). A  
high setback and low breakdown of ackee starch were 
also reported by Abiodun et al. (2015a), although peak 
viscosity was higher (i.e., 501.25 RVU or approximately  
6015 cP). Highest peak viscosity was recorded for potato 
starch, but breakdown was also the highest suggesting 
that this starch paste is not stable towards heat and shear.  

With regards to chemical modificat ion of ackee seed 
starch, Abiodun et al. (2018) found that peak viscosity 
was significantly higher for the alkali treated starch 
(3973 cP) compared with the native starch (3685 cP). 
However, peak v iscosity was lower (2970 - 3259 cP) for 
the acid-treated, acetylated and oxidised starches. As 
expected, peak viscosity was the lowest for the pre-
gelatinised starch (543 cP). The authors found that 
acetylation increased the tendency of the starch to 
breakdown; however, the thermal stability of the starch 
improved significantly when modified with alkali or 
acid, oxid ised, or pre-gelatinised. Abiodun et al. (2018) 
reported a setback of 1139 cP for native ackee starch; 
with acid and alkali treatments resulting in lower setback 
(204 cP and 235 cP, respectively), thus reducing the 
tendency of the starch to retrograde.  

When the effects of pH (3.0, 5.0, 7.0 and 9.0) on  the 
pasting properties were investigated, ackee seed starch 
paste appeared more stable towards acidic conditions 
compared with corn and potato starches. Peak viscosity 
of ackee seed starch was largely unaffected by pH 
changes (see Figure 9), though relative breakdown 
(33.68 ± 0.67% of peak v iscosity, or 1133.67 ± 26.08 cP) 
was slightly higher at pH 3.0 (see Figure 10).  
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Effect of pH on Peak Viscosity of Starch Paste from 
Ackee Seed, Corn and Potato 

 
 

Ackee seed starch relative setback was significantly  
lower at pH 3.0 (40.16 ± 1.39 % of peak viscosity, or 
1351.33 ± 37.10 cP) compared with that at  higher pH 
values (56.58 - 66.58 % of peak viscosity). These results 

imply  that ackee seed starch might be more suitable for 
use in acidic foods compared with corn and potato 
starches. No previous studies have been reported 
concerning the effects of pH on pasting properties of 
ackee seed starch.  
 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 10. Effect of pH on Relative Paste Viscosity Breakdown 

 
 

3.7 Paste Clarity  

The changes in paste clarity of the starches with storage 
time are shown in Figure 11.  Ackee seed starch formed  
an opaque paste; recording an initial light transmission 
(T) o f 11.10 ± 1.00%. For corn starch, a t ranslucent paste 
was produced (T = 29.88 ± 0.88%) while potato starch 
formed a clear paste (T = 74.80 ± 6.46%). The clarity of 
the pastes from ackee seed and potato starches decreased 
rapidly during the first three to four days of refrigerated 
storage and tapered off thereafter. In the case of corn 
starch, paste clarity decreased slowly during the first 
three days of storage at 4oC (from 29.88 to 23.76%) but 
showed very little change after that. 

Lower light transmittance of ackee seed starch paste 
was reported by Abiodun et al. (2015a), averaging 0.70 
(after 24 h), 0.62 (48 h) and 0.53 (72 h), possibly due to 
a higher lip id content of the starch. In a subsequent study 
in 2018, the authors found that chemical modifications of 
the starch did not result in any increase in paste clarity. 
However, the percentage transmittance of the pre-
gelatinised starch increased to 9-14% within 24 h of 
storage but decreased on further storage.  

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Effect of Storage T ime (at 4oC) on % Transmittance  

of starches from Ackee Seed, Corn and Potato 
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Starches that produce opaque pastes have relatively  
high amounts of phospholipids that form insoluble 
complexes with amylose and long chain  amylopectin, 
which reduce light transmittance (Alcázar-A lay and 
Meireles, 2015; Singh et al., 2003). Potato starches are 
known to contain phosphate-amylopectin monoesters 
which are responsible for the high  paste clarity (Alcázar-
Alay and Meireles, 2015; Singh et al., 2003). An 
implication of these findings is that ackee seed starch 
pastes would be more useful in dark-coloured products 
such as sauces, salad dressings and puddings (Alcázar-
Alay and Meireles, 2015; Torruco-Uco and Betancur-
Ancona, 2007).   
 

3.8 Starch Gel Syneresis 

Water loss (syneresis) of starch gels from ackee seed, 
corn and potato at 4°C and -18°C is illustrated in Figure 
12 and 13, respectively. A high level of syneresis for 
ackee starch was observed at 4°C (see Figure 12), with  
values ranging from 31.35 (g H2O/100 g gel) within 24 h  
to 49.18 after storage for 120 h. The starch gels would, 
therefore, be unsuitable for use in foods typically stored 
at refrigerated temperature. A lower syneresis was 
observed with gels from corn  and potato starches. The 
realignment of amylose chains on cooling of starch gels 
results in exudation of water molecules; this process is 
accelerated when  gels are stored at refrigerated or frozen  
temperatures (Lee et al., 2002). Syneresis of ackee seed 
starch gels has not been previously reported. 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 12. Syneresis of Starch Gels from Ackee Seed, Corn 
 and Potato at 4oC 

 
 
When the starch gels were stored at frozen  

temperature (-18oC) and subjected to five freeze-thaw 
cycles, high syneresis was observed for all starches (see 
Figure 13). Several authors have reported poor freeze-
thaw stability of gels from native starches including 
corn, amaranth, plantain, banana, rice, potato, and 
cassava (Torruco-Uco and Betancur-Ancona, 2007;  
Bello-Pérez et al., 1999). Abiodun et al. (2018) 
attempted to improve the freeze-thaw stability of ackee 
starch by chemical modification (acid-treated, alkali-
treated, acetylation and oxidation) and pre-gelatin isation. 
However, all the modifications failed to improve the 

freeze-thaw stability of the starch paste.   
 

 
 
 
 
 
 
 
 
 
 
 

Figure 13. Syneresis of Starch Gels from Ackee Seed, Corn 
 and Potato at  -18oC 

 
 
3.9 Starch Gel Texture 

The textural properties of the starch gels are given in 
Table 4.  Starch gels from ackee seed had a significantly  
harder texture compared to gels from corn and potato 
starches.  Hardness values (N) were higher when the gels 
were stored at 4oC compared with 25oC.  Starches that 
produce hard gel texture have a high tendency to 
retrograde, and this effect is more pronounced at 
refrigerated and frozen temperatures (Herceg et al., 
2010).  

Cohesiveness describes the strength of internal 
bonds within the gel (Trinh and Glasgow, 2012). It was 
not significantly different among the starch gels when 
incubation was done at 25oC. However, when ackee seed 
starch gels were stored at 4oC, cohesiveness was 
significantly lower (0.48, p<0.05) compared with storage 
at 25oC (0.64). Spring iness, which describes the 
elasticity of a food sample (Trinh and Glasgow, 2012), 
ranged from 7.00 to 8.44 mm and was generally similar 
regardless of starch source or incubation temperature.  

The values suggest that gels from ackee seed and 
potato starches that were set at the ambient temperature 
will require more energy to chew compared with gels set 
at 4oC. A reverse in  this trend was observed for corn  
starch gels. Overall, chewiness (gs) was lowest for corn  
starch gels due mainly to lower hardness. Gels from 
ackee seed starch had significantly h igher gumminess 
than gels from corn and potato starches incubated at 
25oC. Potato starch gel incubated at 4oC showed similar 
gumminess to gels from ackee seed starch. Higher 
gumminess suggests that ackee starch could be used in 
the manufacturing of gummy candies.  

Adhesiveness, the work required to overcome sticky 
forces between the samples and probe (Trinh and 
Glasgow, 2012), was significantly higher for ackee seed 
starch gels, incubated at 25oC, compared with other 
starch gels. Ackee seed starch may, therefore, be suitable 
for use in the manufacturing of adhesives. No prior 
works have been reported regarding the textural 
properties of ackee seed starch gel.  
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Table 4. Effect of Storage Temperature on Texture Properties of Gels of Ackee Seed, Corn and Potato Starches 

 
Property 

Starch Sample 

Ackee Seed Corn Potato 
4oC 25oC 4oC 25oC 4oC 25oC 

Hardness (N) 109.67 ± 5.13d 91.00 ± 2.65c 42.67 ± 5.03a 36.67 ± 1.15a 94.00 ± 4.36c 61.00 ± 1.00b 
Cohesiveness 0.48 ± 0.02 a 0.64 ± 0.04b 0.64 ± 0.05b 0.65 ± 0.03b 0.60 ± 0.01b 0.65 ± 0.02b 
Springiness (mm) 7.68 ± 0.68a,b 8.44 ± 0.19b 8.20 ± 0.19 b 7.98 ± 0.25a, b 7.64 ± 0.24a,b 7.00 ± 0.56a 
Chewiness (gs) 398.76 ± 49.40c 486.95 ± 18.99d 255.40 ± 42.29a,b 191.34 ± 18.28a 436.45 ± 29.55c,d 278.45 ± 24.94b 
Gumminess (g) 51.82 ± 1.82c 57.67 ± 1.85c 27.47 ± 4.96a 23.95 ± 1.73a 57.12 ± 2.50c 37.41 ± 4.50b 
Adhesiveness (gs) -92.15 ± 2.54b -166.94 ± 15.34c -104.05 ± 25.93b -92.91 ± 20.99b -38.28 ± 6.13a -0.17 ± 0.30 a 

Values represent mean ± standard deviation, N = 3; Values sharing at least one letter in a row are not significantly different (95% CI)  

 
 
3.10 Retrograded (Resistant) Starch  

Resistant starches are not broken down by human 
digestive enzymes and can be used as a more palatable 
source of dietary fibre compared with traditional sources 
(Öztürk and Köksel, 2014; Sharma et al., 2008). These 
starches are thus used to fortify products such as cereals, 
and baked and fried  goods, while maintain ing or even 
improving sensory attributes such as taste, crispiness, 
texture and mouthfeel (Fuentes-Zaragoza et al., 2010;  
Raigond et al., 2015). The production of retrograded 
resistant starch from ackee seed starch is being reported 
for the first time.  

The native starches of ackee, corn and potato were 
found to have a resistant starch content of 44.42, 8.81 
and 77.31 % (dry weight basis), respectively. The types 
of resistant starch found in native starches are RS1 
(physically inaccessible starches locked within cell 
walls) and RS2 (starches having rigid crystalline 
structures), both of which become completely digestible 
when freshly cooked (Raigond et al., 2015;  Sharma et  
al., 2008). Such starches are therefore not suitable as a 
functional ingredient in baked or cooked  products. 
Retrograded resistant starch (RS3) is stable to 
gelatinisation up to 150oC and hence ideal for use in  
thermally processed foods (Raigond et al., 2015;  
Leszczyñski, 2004). The resistant starch contents of 
retrograded starches (RS3) (up to three autoclave/freeze-
thaw cycles) from ackee, corn and potato are shown in 
Figure 14. The process used to produce the retrograded 
starches would have completely destroyed the native 
RS1 and RS2 starches.  

The highest amount of RS3 (11.61% db) was 
produced from ackee retrograded starch at cycle 3. 
Additionally, in the case of ackee and corn retrograded 
starches, the amount of RS3 formed  increased as the 
number of autoclave/free-thaw cycles increased, but 
more so for corn. However, for potato, the quantity of 
RS3 decreased as the number of cycles increased. The 
quantity of RS in ackee seed retrograded starch was 
higher than values reported for waxy maize (2.5% db), 
potato starch (4.4% db), maize starch (7.0% db) and 
wheat starch (7.8% db) (Sievert  and Pomeranz, 1989). 
Similar resistant starch content was reported for pea 
retrograded starch (10.5% db) (Sievert and Pomeranz, 
1989) and a slightly higher value was reported for rice 
(13.9% wb) (Ha et al., 2012). Higher yields of RS3 

might have been possible through modifications of 
process variables such as autoclave temperature and 
time, starch/water ratio, freezing temperature/time, 
amylose content and the number of heating/cooling 
cycles (Ha et al., 2012; Calixto and Abia, 1991). 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 14. Resistant Starch Content of Retrograded Starches from 
Ackee Seed, Corn and Potato 

 
 

4. Conclusions  

High purity starch was successfully isolated from 
defatted ackee seed flour. Isolated starch was 
characterised as having small-sized granules, high 
apparent amylose content, C-type crystalline structure, 
high gelatinisation and pasting temperatures, restricted 
swelling, moderate peak viscosity, low breakdown and a 
high tendency to retrograde.  Because of its tendency to 
readily retrograde, ackee seed starch could be used to 
produce retrograded resistant starch (RS3).  

The low breakdown of ackee seed starch suggests 
that it could be used as a thickening agent in foods 
processed at high temperatures such as gravies and 
soups. The restricted swelling of the starch makes it  
suitable for use in the manufacturing of noodles. Because 
of its small granular size, ackee seed starch could be 
used as fat replacers in foods and other products such as 
dusting powders and baking powders. The starch may be 
suitable in the production of biodegradable plastic films  
because of its high apparent amylose content and small 
granule size. Further research is recommended to 
investigate the actual behaviour of the starch in these 
specific applications.     
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In recent years there has been an increased integration of 

technology into everyday aspects of our lives (Case, 

Burwick, Volpp, and Patel, 2015; Pantelopoulos and 

Bourbakis, 2010; Rais et al., 2009). As an example, this 

increased integration has resulted in devices becoming 

increasingly present in users’ personal space, worn on 

the body of the user and integrated into the body of the 

user. As a consequence, there is a greater need to 

improve traditional electronics manufacturing to create 

devices that can adapt to a user’s anatomy both 

internally and externally and also a need to examine the 

health effects of device usage. However, despite the 

challenges presented in the manufacturing of flexible 

electronic structures (Bandodkar, Jeerapan, and Wang, 

2016) and ensuring their safe operation (Mertz, 2016), 

they present tremendous opportunities in the area of 

biomedical applications. In particular, monitoring human 

physiological function is becoming increasingly 

prevalent with devices emerging in the form of discrete 

sensors and complete systems (Pantelopoulos and 

Bourbakis, 2010). 

Wearable devices in biomedical monitoring 

applications present significant opportunities for the 

continued monitoring of various physiological 

phenomena. Added benefit is gained when the 

information gathered through the devices can be 

analysed and visualised using remote applications (e.g., 

on the user’s smart phone or on a medical practitioner’s 

dashboard) (Pantelopoulos and Bourbakis, 2010; 

Salonen, Sydanheimo, Keskilammi, and Kivikoski, 

1999). This exchange of information is facilitated 

through some form of communication system. For a 

great number of the remote applications the 

communication system is a form of wireless technology 

and a key component of the wireless communication 

system is the antenna. The design of the antenna for 

these wireless applications poses a significant challenge 

since there are concerns about antenna robustness, 

human safety and deterioration of the antenna 

performance as the wearer moves (Casula et al., 2017; 

Hall and Hao, 2006).  

Considerable work has been undertaken to inform 

the construction and testing of antenna structures using 

flexible materials (e.g., Bai and Langley (2009, 2012), 

Bai, Rigelsford, and Langley (2013), Elias et al. (2013), 

and Sundarsingh et al. (2014)). The authors note that 

these studies have been limited in terms of the degree of 

distortion examined and the consideration given to the 

underlying tissue. Consequently, in this work, the impact 

of various induced deformations on the electromagnetic 

characteristics of antenna structures is examined. In 
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particular, the authors investigate the performance of a 

traditional Planar InvertedDF Antenna (PIFA) which has 

been adapted to a flexible substrate that can be produced 

using 3D printing manufacturing technologies.  

It is noted that the analysis can be extended to other 

antenna structures. Investigations are performed via 

simulation studies using COMSOL Multiphysics 

software. The substrate material chosen was Nylon 

which is a readily available 3D printing material and has 

been frequently adapted to antenna structures (Hertleer 

et al., 2007; Matthews and Pettitt, 2009; Shakhirul et al., 

2014). Deformation of the structure is examined for 

forces pressed into the skin surface and for forces acting 

up out of the skin surface due to for example, a bending 

joint. The investigations provide valuable insights for 

factoring into the design and use of wearable Very Low 

Frequency (VLF) to Ultra High Frequency (UHF) 

devices. 

The paper is structured as follows. A brief literature 

review is presented along with the motivation behind the 

work. This is followed by the methodology and a 

description of the modelling work. Finally, the simulated 

results are presented and discussed. 
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The examination of the antenna performance under 

instances of deformation is important when one 

considers that the modification of the antenna structure 

caused by the deformation can result in changes in 

antenna performance including shifting of resonant 

frequencies, varying radiation patterns and varying SD

parameters (Rais et al., 2009). When these variations in 

antenna characteristics occur the ability of the antenna to 

function is compromised which can lead to significant 

performance degradation and/or unsafe operational 

conditions (Rogier, 2015; Soh et al., 2012).  

Several studies have been undertaken which focus 

specifically on the deformation of wearable antennas. In 

much of the existing body of work, researchers have 

examined simple deformation patterns of the antenna 

structure with an emphasis on deformations in a single 

plane. In Bai and Langley (2009), the behaviour of a 

dual band Coplanar Waveguide Fed (CPW) antenna was 

examined under bending and crumpling conditions 

where deformations were examined on a single plane 

and no body model was considered. In Bai and Langley 

(2012), the performance of a PIFA antenna, centre 

frequency 2.4GHz, was observed under crumpling 

conditions and a simple human body model (HBM) was 

used to examine human interaction.  

However, the crumpling pattern was examined on a 

single plane and the antenna structure was modelled as 

being 5 mm above the HBM. The electromagnetic 

structure considered in Bai et al. (2013) was a microstrip 

patch array which was subjected to crumpling and a 

phantom was used for human body simulations. As with 

the previous studies, the crumpling pattern was 

examined on a single plane and the antenna structure 

was not placed against the model surface but was 

suspended 3mm above. Elias et al. (2013) examined the 

crumpling of a dipole antenna, centre frequency 2.4GHz, 

a body model was used to consider the impact of human 

tissue. The crumpling pattern was examined on a single 

plane and the antenna was not placed on the surface of 

the body model but was suspended 1 mm above. Finally, 

in Sundarsingh et al. (2014), a GSMD900 and 1800 dualD

band patch antenna was studied under bending and 

crumpling conditions and a rectangular 3 layer body 

model was used for the human study. The bends and 

crumpling were examined on a single plane and the 

deformed antenna structure was not considered with the 

body model. 

Additionally, in the literature, there has not been 

considerable investigation of the surrounding antenna 

environment. For the specific case of human tissue 

interaction, researchers utilised simulation models and 

phantoms but no study considered the effect of the 

antenna directly on the body. Finally, to the authors’ 

knowledge, no body of work has examined the 

behaviour of such antenna structures while considering 

complex multiDplanar deformations due to the body 

tissue and muscle movement where the underlying body 

tissue is also deformed. 

To address these gaps, in this study a PIFA antenna 

structure was considered as being worn on the user’s 

skin. The deformation of the antenna structure was 

investigated for forces pressed into the skin surface and 

for forces acting up out of the skin surface due to for 

example a bending joint. The impact of these 

deformations on antenna characteristics was then 

investigated. 
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For the study an existing Planar InvertedDF Antenna 

(PIFA) design as proposed in Bai and Langley (2012) 

with a resonant frequency of 2.4GHz was considered 

under two distinct deformation conditions across the 

frequency range of 700MHz–4GHz. The deformation 

conditions were application of external forces acting on 

the wearer’s skin (i.e., pressing forces) and forces from 

within the wearer’s body (e.g., bicep bulging, skin 

folding and elbow joint bending body forces). The study 

was conducted using simulation tools due to the 

complexity of the antenna geometry and the expected 

irregularity of the distorted antenna structure. In this 

study the antenna is considered to be directly secured to 

the tissue surface (epidermis). For the purpose of the 

study the reflection coefficient, transmission frequency 

and radiation pattern of the PIFA were examined before 

and after distortion due to the application of pressing and 

body forces. The general antenna features, simulation 

modelling assumptions and model setup are described in 

the following sections. 
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The Planar InvertedDF Antenna (PIFA) is one of the 

most popular antenna structures used in mobile devices 

Bevelacqua (2016). The PIFA achieves resonance at 

roughly a quarter wavelength, which allows it to have a 

significantly smaller footprint. The specific Planar 

InvertedDF Antenna (PIFA) used in this study was 

adapted from the work described in Bai and Langley 

(2012). The previous PIFA design was intended for a 

textile adaptation with centre frequency of 2.4GHz 

which is suitable for wireless applications. Therefore, 

the design was selected due to its desirable resonant 

frequency and previous evaluation on a flexible substrate 

intended for a body worn applications. Since the goal of 

the extended work is to ultimately manufacture the 

antenna and support electronics using 3D printing 

techniques, the substrate was chosen to be Nylon. Nylon 

as a material is compatible with many 3D printing 

processes and is readily available from multiple 

suppliers. The material has also been frequently adapted 

as a substrate for antenna structures (Andreuccetti, Fossi, 

and Petrucci, 1997; Hertleer et al., 2007; Liang and 

Boppart, 2010; Matthews and Pettitt, 2009; Shakhirul et 

al., 2014).  

Figure 1 shows the basic PIFA antenna structure. 

The impedance of the antenna is controlled by D3, the 

distance between the short pin and the feed point.  

 

 

%�����
�� PIFA antenna structure 

 

 

If one were to consider the radiation pattern of the 

antenna structure to be along its edge then the resonant 

length of the PIFA would be given by Bevelacqua 

(2016): 

�1 + �2 = 	 	
                  (1) 

where � is the wavelength of the resonant frequency �. 

The resonant frequency would be given by: 

� = 
(
√��(�������

     (2) 

where � is the speed of light in a vacuum and �� is the 

relative permittivity of the antenna substrate. 

Antenna performance can be affected by changes in 

geometry due to deformations (e.g., substrate stretching 

and folding) which can affect distances such as the 

distance between the feed point and short pin, (i.e., ��) 

as well as changes in material properties such as 

effective permittivity due to the operating environment 

(e.g., moisture/humidity) and effects of human tissue 

Rogier (2015). In this work the emphasis is on the 

impact of deformations and as such the effects of other 

factors are not studied. 
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An antenna structure serves to couple currents to 

electromagnetic waves to facilitate either radiation or 

reception. The behaviour of the associated electric and 

magnetic waves is governed by complicated solutions of 

Maxwell's equations for applied boundary conditions 

Balanis (1992): 

 

��. ��� = −  
 ! " #. �$%   (3) 

&�. ��� = " '. �$% +  
 ! " �. �$%         (4) 

While paperDbased analysis using antenna theory is 

possible this approach is not suitable to the analysis of 

the current distribution in an irregularly distorted 

antenna structure. Thus, due to the complexity of the 

antenna distortions a 3D simulation model of the antenna 

was created. 

Similarly, for the mechanical deformation of the 

human tissue there are several factors which would 

impact the behaviour of the tissue layers. For example, 

in the work undertaken by Liang and Boppart (2010) an 

expression was proposed for displacement in a single 

plane (zDaxis) based on the harmonic excitation of skin 

tissue as an infinite elastic homogenous layer: 

.      () = *+ ,-.-) +
-/0
-1 2 

= (3456) − 278459)�cos	(=>? − @A� (5) 

where B and &) are potentials, => is the wavenumber of 

the surface wave propagating on the skin, @  is the 

driving angular frequency and �, � and 3 are parameters 

to be computed. Due to the computational complexity of 

calculating the deformations across more than one plane, 

simulation tools were utilised. The simulation software 

utilized was the COMSOL Multiphysics tool. The 

COMSOL software allows crosscutting studies 

integrating different disciplines, in this case, Mechanical 

and Electrical facilitating the simultaneous examination 

of the physical and electromagnetic behaviour of 

models. The simulation model used for the study is 

shown in Figure 2. 

The dimensional and material details which were 

used in building the model are captured in Table 1 

Andreuccetti et al. (1997), where � is material density, = 

is Young's modulus, � is Poissons ratio, ��  is material 

permittivity, C is material conductivity. For the purposes 

of this study the frequency range of 700MHz D 4GHz 

was used. The body model as presented in the simulation 
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represents a blood vessel which is located close to the 

skin surface on the forearm. 

 

%�����
�� PIFA Antenna and body model used for the study 

 
#	&��
�� Dimensional and material details used in the model 
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dia. 60.0mm, 

50.0mm 
  

�"+�������#* �
-�

40.0mm 

35.0mm 

1.1mm 

� = 1150[kg/m3] 

= = 2e9[Pa] 

� = 0.4 

C = 1.0e D 11[S/m] 

�� = 4.0 

=��	������

50.0mm 

45.0mm 

1.1mm 

� = 1190[kg/m3] 

= = 102e6[Pa] 

� = 0.47 

C = 1.8e D 2[S/m] 

�� = 31 

�������

50.0mm 

45.0mm 

1.5mm 

� = 1116[kg/m3] 

= = 102e5[Pa] 

� = 0.47 

C = 4.3e D 1[S/m] 

�� = 40 

2���"��

50.0mm 

45.0mm 

20.0mm 

� = 971[kg/m3] 

= = 102e2[Pa] 

� = 0.48 

C = 1.5e D 1[S/m] 

�� = 17 

��	�>������

dia. 3.2mm, 45mm 

P = 1060[kg/m3] 

E = 6e4[Pa] 

v = 0.4 

C = 4.3e D 1[S/m] 

�� = 65 
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The antenna and body model was considered under 

conditions of external forces acting on the antenna 

(pressing forces) and forces from within the wearers 

body (body forces). For both distortion scenarios the 

surface of the antenna face was divided into nine 

overlapping regions as shown in Figure 3. The pressing 

and body forces were then applied to each region. 

In considering the pressing force the specific 

scenario of an index finger pressing downward was 

examined. The pressing force created would vary based 

on an individual's age, sex and other demographics 

Peebles and Norris (2003) and for this work a uniform 

loading of 40N was used. The average finger dimension 

of 25 mm as found in Murai et al. (1997) was used. In 

considering the body acting forces the specific scenario 

of a bicep muscle contracting was considered. The 

contraction is a function of the movement of the forearm 

in which the bulging of the bicep muscle transmits a 

force through the layers of tissue. The force produced 

varies based on several factors including the degree of 

exertion and various individual demographic factors 

such as age, sex, level of fitness (Cameron et al., 1993) 

and for this work a uniform loading of 30N was used 

(Shima et al., 2009). The zoning of the body acting 

forces was developed based on the antenna being placed 

in varying positions above the bicep region. 

 

 

%�����
�� Nine (9) regions of force application onto the antenna 

face 
 

For each simulation scenario the radiation pattern in 

the xDy, xDz, yDz planes, resonant frequency �� and 

reflection coefficient �'' of the undistorted and distorted 

model were calculated and compared for the frequency 

range of 700MHzD4GHz in 50MHz steps. 
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Figures 4 and 5 show examples of the 3D displacement 

plots generated in COMSOL for forces applied to the 

regions identified in Figure 3, due to the action of the 

body forces and press forces, respectively. The plots also 

record the maximum displacement (mm) for each of the 

distortion scenarios. The figures also illustrate the 

radiation plots in the xDy, xDz and yDz planes for three 

selected frequencies: 1GHz, 3GHz, 4GHz before and 

after the application of the respective forces. 

For the displacement plots of the pressing forces, it 

was observed that the antenna structure was pressed into 

the underlying epidermis and dermis at each of the 

affected regions. For the pressing forces the average 

maximum displacement was approximately 2.74 mm 

with the greatest displacement of 3.16 mm being 

observed  at  regions  4  and  8.   A  significantly  smaller  
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%�����
/� Plots of the antenna radiation pattern in the xDy, xDz, yDz planes and maximum displacement for the action of body forces,  

applied to Regions 1D3 

 

displacement of 0.20mm was observed for region 9 of 

the antenna surface. For the displacement plots of the 

body forces, it was observed that the antenna structure 

was bent outward at the point of action of the force. For 

the body forces the average maximum displacement was 

approximately 1.77mm with the greatest displacement of 

2.00mm being observed at regions 4 and 8. The 

minimum displacement observed was 0.57 mm at region 

9. 

Significant change in the radiation pattern for the 

three planes was observed at the higher frequencies of 

3GHz and 4GHz due to the application of the pressing 

force. For the radiation plots at 1GHz involving the 

application of the pressing force, it was observed that the 

radiation pattern in all three planes was relatively 

symmetric. Furthermore, no significant deviation in the 

radiation pattern was observed due to the bending of the 

antenna and distortion of the underlying tissue caused by 

the application of the pressing force. In contrast, for the 

radiation plots at 3GHz and 4GHz respectively, it was 

observed that the patterns grew increasingly distorted 

and extended further afield as the frequency increased. 

For the radiation plots at 1GHz involving the 

application of the body force, the radiation pattern in all 

three planes was observed to be relatively symmetric. 

Furthermore, at 1GHz, no significant deviation in the 

radiation pattern was observed due to the action of the 

body force on the antenna and the underlying tissue. For 

the higher frequency plots at 3GHz and 4GHz 

respectively, the radiation pattern was observed to be 

significantly less symmetric as compared to the lower 

frequency and extended further afield. Furthermore, it 

was observed that the radiation pattern plots at 3GHz 

and 4GHz showed significant variation as a result of the 

tissue motion and antenna bending caused by the applied 

body force.  
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%�����
0� Plots of the antenna radiation pattern in the xDy, xDz, yDz planes and maximum displacement for the action of pressing forces, 

applied to Regions 1D3 

 

Tables 2D4 summarise the Mean Square Error 

(MSE) calculations for the normalized farDfield 

radiations plots for the press force (xDy, xDz, yDz planes) 

and the body force (xDy, xDz, yDz planes) as well as for 

the 3Ddimension volume. The MSE was chosen to give a 

quantitative measure of the degree to which the radiation 

patterns deviate from the undisturbed antenna structure 

(i.e. with no applied forces) as a result of deformations 

induced by the applied forces. The calculated MSE 

values (for both the planes as well as the 3D volume) 

showed an increase as the signal frequency was 

increased. The increase in the MSE values was noted for 

application of the press force as well as for the body 

force. 

#	&��
�� MSE values for the normalised farDfield in the xDy, xDz, yDz planes for the press force. Dpress denotes the displacement in mm 
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1 2.38 3.61ED05 1.19ED03 6.76ED04 2.79ED05 6.88ED04 9.74ED04 3.49ED05 1.33ED03 1.07ED03 

2 3.01 3.54ED05 2.71ED03 1.90ED03 3.14ED05 1.59ED03 2.85ED03 4.85ED05 2.39ED03 2.44ED03 

3 2.39 6.35ED06 6.07ED04 8.94ED04 3.74ED05 7.92ED04 1.31ED03 9.79ED06 5.46ED04 9.12ED04 

4 3.16 2.19ED05 6.94ED04 2.81ED03 5.12ED05 8.63ED04 4.80ED03 8.82ED06 6.22ED04 3.04ED03 

5 2.39 1.34ED05 2.73ED04 5.13ED04 9.43ED06 6.14ED04 1.40ED03 6.32ED06 5.29ED04 7.91ED04 

6 3.01 2.80ED04 6.60ED03 5.82ED03 3.82ED05 3.98ED03 4.10ED03 3.66ED05 7.29ED03 3.48ED03 

7 2.40 1.85ED04 2.98ED03 3.20ED03 1.02ED05 1.69ED03 2.75ED03 1.55ED05 2.87ED03 2.05ED03 

8 3.16 3.48ED04 6.94ED03 9.73ED03 6.60ED05 3.79ED03 5.28ED03 1.06ED04 5.41ED03 6.72ED03 

9 0.20 8.01ED07 5.73ED06 1.48ED05 1.16ED06 1.12ED05 1.87ED05 1.14ED06 1.21ED05 1.19ED05 
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#	&��
�� MSE values for the normalised farDfield in the xDy, xDz, yDz planes for the body force. Dbody denotes the displacement in mm 
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1 1.58 9.79ED06 1.86ED03 4.38ED04 1.75ED05 3.29ED03 8.62ED04 1.44ED05 2.91ED03 7.08ED04 

2 1.89 8.69ED06 2.55ED03 8.32ED04 1.32ED05 5.64ED03 1.51ED03 1.54ED05 4.21ED03 1.23ED03 

3 1.59 2.85ED06 1.22ED03 2.36ED04 1.03ED05 3.50ED03 8.13ED04 4.80ED06 1.98ED03 4.75ED04 

4 2.00 1.44ED05 1.01ED03 7.56ED04 1.65ED05 2.08ED03 2.06ED03 1.31ED05 1.31ED03 8.37ED04 

5 1.59 1.70ED05 6.48ED04 4.51ED04 4.09ED06 1.47ED03 1.07ED03 1.73ED05 9.25ED04 4.68ED04 

6 1.89 3.91ED04 3.96ED03 7.98ED03 8.27ED05 1.72ED03 3.16ED03 5.87ED05 2.00ED03 2.59ED03 

7 1.59 6.23ED05 1.60ED03 1.78ED03 4.97ED06 1.16ED03 1.74ED03 2.37ED05 1.40ED03 1.23ED03 

8 2.00 1.11ED04 4.80ED03 3.22ED03 3.03ED05 2.51ED03 2.99ED03 6.15ED05 4.22ED03 2.32ED03 

9 0.57 4.52ED06 7.31ED04 2.06ED04 3.16ED06 1.98ED03 5.42ED04 7.66ED06 1.21ED03 3.05ED04 
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1 2.38 1.58 4.30ED05 9.87ED04 9.51ED04 1.34ED05 1.76ED03 4.55ED04 

2 3.01 1.89 5.60ED05 1.95ED03 2.41ED03 1.38ED05 2.53ED03 1.14ED03 

3 2.39 1.59 9.95ED06 5.12ED04 1.11ED03 3.44ED06 1.11ED03 4.54ED04 

4 3.16 2.00 1.65ED05 7.58ED04 3.26ED03 1.42ED05 7.63ED04 1.08ED03 

5 2.39 1.59 8.24ED06 5.06ED04 7.91ED04 1.77ED05 5.15ED04 4.83ED04 

6 3.01 1.89 5.96ED05 7.89ED03 4.17ED03 2.43ED04 3.26ED03 4.59ED03 

7 2.40 1.59 4.00ED05 3.36ED03 2.30ED03 4.18ED05 1.34ED03 1.26ED03 

8 3.16 2.00 1.51ED04 6.38ED03 6.96ED03 8.36ED05 4.05ED03 2.23ED03 

9 0.20 0.57 1.19ED06 9.40ED06 1.40ED05 6.54ED06 6.46ED04 2.10ED04 

 

 

For the 1GHz signal frequency, the MSE value was 

significantly smaller than at the higher frequencies for 

all force application scenarios. For the body force, the 

highest MSE values were observed for the 3GHz signal 

in all regions except 4 and 6. For the press force, the 

highest MSE values were observed for the 4GHz signal 

in all regions except 1, 6 and 7.  

Figures 6 and 7 show the plots of the reflection 

coefficient �'' vs the applied signal frequency obtained 

from the frequency sweep for both before and after a 

press force and body force were applied to all nine 

regions on the antenna surface. For all scenarios the 

resonant frequency of the antenna was observed at 

1.1GHz. The resonant frequency was not seen to shift 

for any of the tested scenarios when the force was 

applied. However, small variations in the value of the 

reflection coefficient were observed at the resonant 

frequency. These changes are captured in Figure 8. 

Figure 8 shows the change in the reflection 

coefficient S11 for each of the nine regions for the press 

force (a) and body force (b). For the press force, there 

was an increase in the reflected power for regions 2D4 

and 7D9. The greatest increase in reflected power of 

1.05dB was seen for region 4 and the smallest increase 

in power of 0.10dB for region 8. For regions 1, 5D6, 

there was a decrease in the reflected power. The greatest 

decrease of 0.13dB was observed for region 6 and the 

smallest decrease of 0.09dB was seen at region 5. For 

the application of the body force, all regions showed a 

decrease in the reflected power due to the bending of the 

antenna and underlying tissue. The greatest decrease of 

0.84dB was observed for region 4. For region 1, there 

was little to no change in the reflected power with a 

decrease of 0.02dB being produced. 
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Based on the information obtained for each of the force 

application scenarios the antenna structure was seen to 

have undergone significant flexing with various bending 

forms observed and displacement as much as 3.16mm 

produced. All of the observed deformations of the 

antenna structure and underlying tissue were not 

confined to a single plane but were complex multiDplanar 

changes in shape. For the bending of the antenna 

structure, it was noted that the greatest displacement was 

achieved when the acting force (press or body force) was 

along the vertical or horizontal axis as compared to 

application at the diagonals. The observed trend in the 

deforming and displacement of the antenna structure and 

underlying tissue can be attributed to the fact that 

application of the press or body force to the ends of the 

antenna structure (regions 2, 4, 6 and 8) allow for the 

body of the antenna to act as a fulcrum and amplify the 

effect of the applied force.  

Finally, action of the press and body force through 

the centre of the body of the antenna and underlying 

tissue (region 9) was seen to produce the smallest 

variations in displacement (0.20mm and 0.57mm, 

respectively). The significantly smaller changes in 

displacement may be due to the body of the antenna 

having resisted being bent and stretched through its 

centre. 
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%�����
4� Plot of the reflection coefficient S11 vs frequency for before and after application to all nine regions of the action of pressing 

forces 

 

It is worth noting that for all test scenarios the 

antenna structure was not seen to undergo destructive 

deformation (resulting in a rupture and/or tear) but was 

able to bend and conform to the movement of the 

underlying body tissue. This observed behaviour of the 

antenna structure lends support to the use of Nylon as a 

flexible substrate material for the antenna. 

For the antenna performance, the antenna structure 

and body model prior to the application of a body or 

press force was seen to achieve resonance at 1.1GHz 

with a lesser resonant point at 3.4GHz. For all instances 

of force application (body and press force) it was noted 

that the resonant frequency points did not shift. Thus, the 

antenna resonant frequency showed good stability under 

deformation due to both press and body forces acting 

over its surface. This stability may be due to the fact that 

although the antenna structure underwent deformation 

due to the force, the deformation did not result in a 

significant change in the antenna geometry and/or 

dimensions. 

While good stability was achieved for the antenna 

resonant frequency, variations were noted in the 

reflection coefficient S11. For the body force acting on 

all regions of the antenna there was a resultant reduction 

in the transmission power. The reduction in the 

transmission power can be considered as a result of the 

net movement and deforming of the antenna and the 

underlying tissue. In particular, the movement of the 

tissue layers and blood vessel would create a change in 

the resultant permittivity below the antenna surface and 

therefore would affect the antenna performance. Another 

key contributor to the reduction in the reflection 

coefficient S11 would be which section of the antenna's 

surface was shifted. It was noted that motion and 

deformation which most impacted the geometry of the 

antenna's conductive pattern and the microstrip line 

resulted in the greatest reduction in the transmission 

power. 

For the press force testing, a reduction in the 

reflection coefficient S11 was observed for only three 

regions (region 1, 5 and 6). For all other regions of force 

application, an increased in S11 was observed. It was 

noted that the regions which produced the increase in the 

transmission power were regions where the applied force 

resulted in the microstrip line being pressed into the 

epidermis and dermis of the user.  
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%�����
5� Plot of the reflection coefficient S11 vs frequency for before and after application to all nine regions of the action of body forces 

 

 

 
(a)�                                                                      (b) 

%�����
6� Plots of the change in reflection coefficient vs region (a) pressing forces (b) body forces 

 

 

This observation is particular significant since it 

illustrates that the underlying skin layers are contributing 

to an increase in the transmission power of the antenna. 

This behaviour can have possible consequences for the 

safe operation of such antenna structures. 

The radiation pattern of the antenna was found to be 

largely unaffected at 1GHz due to the action of the press 

and body force. The radiation pattern at 1GHz was also 

found to be very symmetric in all planes and this 

symmetry was seen to be unaffected by the action of the 

applied forces (press and body force).  
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This characterisation shows that the antenna 

structure is resilient to the application of forces acting on 

it. The radiation patterns at the higher frequencies 

(3GHz, 4GHz), with no force applied to the antenna 

showed an increased in distortion and fell further afield 

for increased signal frequency. It was also observed that 

as the test frequency was increased the radiated signal 

was seen to become increasingly directional allowing the 

signal to penetrate further into the underlying tissue 

layers and surrounding air domain. The application of 

the force to the structure was seen to further increase the 

distortion of the radiated pattern. The signal was 

observed to fall even further afield, reaching deeper into 

the tissue layers and surrounding air domain. This result 

was of particular significance since the action of the 

force on the antenna and tissue layers resulted in the 

radiated signal penetrating further into the tissue as 

compared to when no force was acting. 

The variation of the radiation pattern at the higher 

frequencies in response to the press and body forces can 

be attributed to the resultant displacement. The greatest 

displacement recorded was 3.16mm which would be 

equivalent to the wavelength of a frequency of 

approximate order of magnitude of GHz. As the applied 

signal frequency is increased and approaches multiples 

of the equivalent frequency (of the displacement) the 

distortion and spread of the radiation pattern would be 

more pronounced. The behaviour of the antenna structure 

at the higher frequencies can allow the structure to be 

adopted for sensing applications which require signal 

penetration further into the underlying tissue. However, 

the responsiveness of the antenna structure to 

deformations would require that some form of signal 

compensation is undertaken to allow for signal changes 

due to the deformation of the underlying tissue. The 

responsiveness of the antenna structure to the application 

of the force and the resultant deformation can allow the 

antenna to be used as a means to potentially monitor for 

press and body forces to the tissue. 

The results from this work would suggest that the 

antenna structure as designed using the Nylon substrate 

would demonstrate good performance stability as regards 

the reflection coefficient S11, resonant frequency and 

general mechanical strength. The observed increased in 

transmission power for the scenarios involving the 

structure pressed into the flesh represents another area of 

interest for further investigation. The results obtained 

visDaDvis the directionality and increased field 

penetration at higher frequencies presents possible 

opportunities for applying the antenna structure as a 

sensor targeting deeper tissue layers. Further 

investigation of the work would be conducted through 

more detailed simulation studies which are reinforced by 

building the antenna structure using the proposed 

materials and 3D printing processes and testing of the 

antenna structures in the identified frequency range of 

700MHzD4GHz. 
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The simulation work conducted allowed for the 

examination of a PIFA antenna structure which was 

constructed using a Nylon substrate and which was 

subjected to various forces applied to nine different 

zones of the antenna surface. In addition, the antenna 

behaviour was considered in the context of it being 

present on the surface of a user’s skin. The skin surface 

and underlying tissue were suitably represented both 

geometrically and with their assigned mechanical and 

electrical properties. The examination highlighted the 

extent of physical deformation possible when simple 

forces are applied to the antenna structure. 

The stability of the antenna structure when subjected 

to forces was also demonstrated in terms of its reflection 

coefficient S11, resonant frequency and physical 

resilience. The work also revealed the interesting 

behaviour of the antenna when pressed into the body of 

the user, namely an increase in the reflection coefficient. 

The variation of the antenna radiation pattern both 

directionally as well as the increase in its farDfield reach 

as the applied signal frequency was increased was noted. 

Also, of interest was the change in the radiation pattern 

at higher frequencies due to the deformation of the 

antenna and tissue when press and body forces were 

applied. This characterisation of the antenna behaviour at 

higher frequencies may present opportunities for the 

antenna structure to be adopted as a sensor. 

Further work is proposed to examine the impact of 

the antenna structure on the underlying skin layers when 

varying levels of indentation into the skin are achieved. 

Work is also proposed to examine a more realistic 

representation of a 3D printed substrate (which considers 

for e.g. the existence of printDline boundaries and surface 

undulations). This work will be conducted through the 

creation of more detailed simulation models and the 

creation of prototype antenna structures.  
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Abstract: One important node used to manage conflicting traffic at intersections is the roundabout.  Roundabouts 

operate based on the gap acceptance behavior of drivers, with a major flow in the circulatory lane of the roundabout 

and minor flows on the approaches which enter the roundabout when there is a gap the driver decides to accept.  This 

study investigates the gap acceptance behaviour of motorists to determine the critical gap in Trinidad and Tobago 

(T&T).  The research found that, for the roundabouts selected, critical gap estimates do not differ significantly based 

on either time of day or location. The estimated critical gaps were compared with values commonly used in the 

Highway Capacity Manual (HCM), so as to determine the effect on estimated intersection capacity. The results 

indicate that the critical gap values differ significantly from the United States (US) default values (which is one of the 

standards adopted by T&T), which therefore affects the estimated capacity of the roundabouts. The published values 

from the HCM are significantly higher than the values obtained, which means that the estimated capacities using the 

default US values underestimate the existing capacities in T&T. 

Keywords:  Roundabout, driver behaviour, critical gap, gap acceptance, capacity 

 
1.  Introduction 
Roundabout capacity is dependent on various factors, 
which include the traffic flow rate from the numerous 
legs, geometry, vehicle mix and driver behaviour 
(Kusama and Koutsopoulos, 2011, p.710). Capacities, 
delays and queue lengths are interdependent and are all 
used in determining the Level of Service (LOS) of the 
roundabout intersection. Since the LOS is used during 
the feasibility stage in determining whether a traffic 
mitigation proposal is a viable option, it is important to 
refine the analysis by using site specific data to yield 
results which would bring about the most feasible 
solution for implementation. This highlights the 
importance of determining accurate gap acceptance 
behaviour of drivers who attempt to merge from an 
approach road into the traffic stream already in the 
roundabout. 

In Trinidad and Tobago (T&T), the Ministry of 
Works and Transport usually mandates that international 
codes, mainly the American Association of State 
Highway Transportation Officials (AASHTO), are to be 
used as the basis for design of highways and main roads. 
The AASHTO geometric design policy was developed 
from extensive research conducted in the United States 
of America. The use of these international standards in 
T&T may result in geometric designs that are 
inappropriate since they do not take into account local 
data. 

There are two theories of incorporating driver 
behavioural characteristics in traffic analysis, namely 1) 
the gap acceptance method (exponential model) as 
described in the Highway Capacity Manual (HCM) 2010 
(TRB, 2010), and 2) the linear regression method of the 
Transport Research Laboratory (TRL). Both are 
endorsed by the major transportation research bodies. 

In the design of roundabouts using the Highway 
Capacity Manual 2010 (TRB, 2010), default values in 
programs and average values from tables are assumed 
and used to determine the Level of Service and safety. 
There is a need for a design parameter to incorporate gap 
acceptance behavioural characteristics in modelling the 
flow of traffic and designing roadways for safety in 
T&T. The paper reports a study to determine the critical 
gaps of drivers at selected roundabouts in T&T. It seeks 
to determine if there are significant differences between 
the critical gaps for roundabouts in T&T and that of 
international references, and to compare the estimated 
capacities of the roundabouts based on the HCM 2010 
model using the local critical gap versus the default 
values. 

 
2. Literature Review 
2.1 Factors Affecting the Critical Gap 
The critical gap is the minimum time gap in the priority 
stream that a minor street driver is ready to accept for 
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crossing or entering the major stream conflict zone 
(Brilon et al., 1999, p.71). Figure 1 illustrates the critical 
gap spatially. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 1. Spatial critical gap 
Source: Abstracted from Barry (2012, p.21) 

 
 
There have been various studies which indicate that 

the critical gap varies by region and is also heavily 
influenced by the behavioural characteristics of drivers 
(Gazzarri, et al., 2012). Gap acceptance models are 
strongly affected by driver behaviour and local habits. 
Therefore, the HCM 2010 capacity model should be 
calibrated to local conditions.”  Based on these studies, 
the average critical headway is significantly lower than 
the values recommended by international references. 
Some factors that affect the critical gap are differing 
driver behaviours, the type of intersection and 
movement. Additionally, according to Shiftan et al. 
(2005), waiting time and queuing may also have an 
effect on the critical gap.   

Mensah et al. (2009) hypothesised that the critical 
gap could be affected by local conditions such as the 
waiting time for drivers, queue lengths, aggression of 
local drivers and lastly, seasonal variation. They 
postulated that critical gaps would decrease as drivers 
became more familiar with local conditions and that 
could result is a decrease of the 95th percentile queue 
length by almost 50%. Moreover, from research 
conducted by Tupper (2011, 12-13, 60-75), Xu and Tian 
(2008, 122) and Shiftan et al. (2005, p.1), the other 
factors that affect the critical gap include weaving, 
vehicle performance characteristics, geometry of the 
intersection, number of lanes on minor street, design 
speed, traffic volumes on the minor and major streets and 
time of day.  

There is some conflicting research about the effect 
of geometric design on the critical gap. Xu and Tian 
(2008, p.117) contended that geometric design was 
insignificant. This is not surprising since within a 
country, the design standard is assumed to be uniform 
and should cause minimal changes to the critical gap. 
This assumption was supported by research conducted 
by Gazzarri et al. (2012, p.318), which showed that 

standard deviations in critical gap measurements of the 
various multi-lane roundabout sites measured were less 
than one tenth of a second. In such context, the current 
study was designed to mitigate the effects of some of 
these confounding variables by examining roundabouts 
with typical geometric and traffic flow characteristics for 
T&T. The HCM 2010 roundabout capacity model will be 
used. 

 
2.2 Importance of Critical Gap to Capacity 
Fundamentally, three methodologies can be used to 
assess the capacity of roundabouts. These methodologies 
are: 1) interweave theory model, 2) gap acceptance 
theory, and 3) regression analysis theory (Wanga and 
Yang, 2012, p.3) 

Miller (1972, p.216) conducted thorough methods 
for the estimation of critical gaps and their impact on the 
capacities of roundabouts using the gap acceptance 
theory, whereas others (Tian et al., 2000, p.407) did 
research using the regression analysis theory. Research 
conducted into the capacities of roundabouts in Beijing 
has shown that roundabout capacities should be 
measured in terms of the entry capacity, rather than 
weaving section capacity (Wanga and Yang, 2012, 
p.159). This notion was further supported by analysis of 
the HCM gap acceptance theory which calculates the 
capacity by using information about entry vehicles. The 
Tanner (1997) formula is considered to be typically 
representative of this model. It should also be noted that 
the capacity formula is suggested for a single lane, and 
completely symmetrical roundabout. 

In support of the importance of the critical gap effect 
on capacities, Gazzarri et al. (2012, p.310) stated that 
two parameters that may be changed to reflect local 
driving behaviour are the critical headway and follow-up 
headway (referred to as critical gap and follow-up time 
in earlier studies). These factors affect the critical gap 
which in turn affects the operational factors of the 
highway system (Mensah et al., 2009, p.8). Additionally 
the critical gap is used to incorporate the behavioural 
aspect of the analysis of capacity for intersections in 
models for determining the expected capacity and delays. 

According to Akçelik (2011) and Akçelik and 
Associates Pty Ltd (2012), SIDRA is a modelling 
software used by traffic engineers that incorporates the 
critical gap into the design and analysis of the 
performance of roundabouts. Moreover, the critical gap 
is used, along with the follow up headway, in sensitivity 
analyses of the effects of (a) the driver behaviour and 
traffic characteristics, and (b) the intersection geometry.  
The critical gap together with the follow up headway is 
usually 60% of the critical gap (Akcelike and Associates 
Pty Ltd, 2012, p.116). It is used to determine the 
capacities of roundabouts. Therefore, based on the 
critical gap information used in the analysis, the capacity 
of roundabouts can be under- or over-estimated (Barry, 
2012, pp.31-33). 
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2.3 Critical Gap Estimation Methods 
One of the fundamental methods of estimating the 
critical gap was developed by Raff in the 1950s (Raff 
and Hart, 1983, p. 255-258). The method states that the 
critical gap can be obtained from the intersection 
between the graphical plot of the cumulative functions of 
accepted gaps and rejected gaps (see Figure 2). The 
equation can be represented as: 

1 - Fr (t) = Fa (t)    (1) 
where,  

t = headway of major stream;  
Fa (t) = cumulative probability of accepted gap; and 
Fr (t) = cumulative probability of rejected gap. 

 
 
 
 
 
 
 
 
 

 
Figure 2. Graphical representation of the intersection 

Source: Adopted from Vasconcelos (2012) 
 
 
Table 1 shows a summary of various methods for 

the determination of the critical gap and their suitability. 
Raff’s method has been deemed to be a very good 
estimator of the critical gap once all the gaps are used. It 
was decided to use the simple approach that gives similar 
quality results as the more complex methods. 
 

Table 1. Benefits of the different method of analysis for critical 
gaps 

 
 
 
 
 

 
 
 
 
 
 
 
Source: Abstracted from Tupper (2011, p. 45) 
 
3. Data Collection and Processing 
The research monitored the real world gap acceptance 
behaviour, and was carried out without the drivers being 
aware. The studied roundabouts were selected, taking 
into consideration the different conditions that would 
affect the measured critical gap, such as different 
geometries, flows, approach conditions and times of day. 

Only one lane of each multi-lane roundabout was 
measured and the longitudinal gap was not considered. 
The first step was to identify the suitable sites for data 
retrieval. This was done by listing the possible sites at 
which data could be collected and then eliminating 
unsuitable sites. Factors that affected the suitability are: 

1. Establishing an effective camera position; 
2. Located in Trinidad; 
3. Two-lane geometry; 
4. Standard circular geometry; 
5. Limited to no interruptions by pedestrians, traffic 

lights, vending or bicycles. 
6. Defect free pavement surface. 

Nine (9) major roundabouts throughout Trinidad 
were considered, as follows:   
• Roxy Roundabout (Irregular oval shape),  
• Arthur Lok Jack Roundabout at Mt. Hope, 
• Trincity Mall Roundabout, 
• Couva Interchange Roundabouts (West and East), 
• Tarouba Link Road and South Trunk Road 

Roundabout (always saturated and has a deficient 
pavement surface),  

• Maritime Roundabout,  
• Grand Bazaar Roundabout (Single lane),  
• Price Plaza Roundabout (Vending activity affects the 

usage), and  
• Aranguez Overpass Roundabouts (North and South).  

 These roundabouts were evaluated to determine 
their suitability for the study. Those roundabouts were 
eliminated from consideration if there were extraneous 
elements which would tend to affect the driver’s gap 
acceptance behaviour such as high levels of saturation, 
vending occurring near the circular roadway, and 
pavements with undulating surfaces of the roundabout 
lanes. As a result, three roundabouts namely, the Arthur 
Lok Jack roundabout in Mt. Hope, the Maritime 
roundabout in Barataria and the Aranguez Overpass 
South roundabout, were selected. These roundabouts had 
differing geometric layouts but shared a similar standard 
design with respect to their layouts.  

Field data was collected using video recordings of 
traffic at the roundabouts for a typical weekday. No 
notices or announcements were made public to indicate 
that the recordings would be taking place, so as to avoid 
any alteration in the behavioural characteristics of the 
drivers. The cameras were discretely placed on signage 
of the roundabouts and were not easily seen by the 
drivers. Video playback software - LUT version 3 player 
- was used to decode the information required.  

The critical and follow-up gaps were estimated for 
each roundabout (see Table 2). In total, 1,206 gaps in 
traffic were observed at these three roundabouts. The 
video observations took into consideration varied site 
and traffic conditions. The recordings started at 6 AM 
and were stopped at 6 PM. Temporary markers were 
painted onto the roadway to help measure the duration of 
the accepted and rejected gaps. 
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Table 2. Summary of Roundabout Data Collection 

Town/Location Roundabout Inscribed Circle 
Diameter (m) 

Entry 
Lanes Leg Lane 

Analysed Date and Time 

Mt Hope Arthur Lok Jack 60 2 South Inner Wednesday 
29/04/2015 06:00 - 8:00 AM and 2:00 - 4:00PM 

Barataria Maritime 45 2 East Outer Tuesday 28/04/2015  
06:00 - 8:00 AM and 2:00 - 4:00PM 

Aranguez  Aranguez 
Overpass South 52 2 South Outer Thursday 28/05/2015  

6:00 - 7:00 AM and 2:00 - 4:00PM 
 

 
4. Results 
4.1 The Maritime (Barataria) Roundabout 
The Maritime (Barataria) roundabout is located at the 
intersection of 10th Avenue and Lady Young south 
roadway (see Figure 3). Data was analysed during the 
peak flow periods in both the AM and PM. Figures 4 and 
5 show the cumulative accepted versus rejected gaps for 
the Maritime Roundabout in AM and PM, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. An aerial photograph of the Maritime roundabout 

Source: Google Earth, accessed 25/09/2019) 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

 

Figure 4. Plot of the Cumulative Accepted vs Rejected Gaps for 
 the Maritime Roundabout AM 

 
 

As shown in Table 3, the critical gap variation 
between the morning and afternoon estimations yielded a 
difference of 19.14%. It should be noted that the 
minimum accepted gap measured for the AM and PM 
time periods were 0.56 and 0.6 seconds respectively. The 

maximum rejected gap was near to 9 seconds which 
came from a large truck manoeuvring around the 
roundabout. The capacities were calculated and 
compared using the HCM 2010 model with the default 
gap parameters and the measured critical gaps (see 
Figures 6 and 7).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Plot of the Cumulative Accepted vs Rejected Gaps for  

the Maritime Roundabout PM 

 
Table 3. Summary of Gaps at the Maritime Roundabout 

Gaps Mean 
(sec) 

Standard 
Deviation sec) 

Minimum 
(sec) 

Maximum 
(Lag) (sec) 

Accepted AM 2.9 2.5 0.6 17.4 
Rejected AM 1.5 0.7 0.7 9.0 
Accepted PM 2.2 1.3 0.6 6.7 
Rejected PM 1.7 0.6 0.8 10.1 

 
Gaps Seconds 
tc  AM 2.35 
tc  PM 2.8 
Δ AM vs PM 0.45 
Δ % 19.14% 
Maritime tc 2.6 
Δ Lane Capacity of Approach 170 
Δ Capacity % 19% 
Δ Degree of Sat 0.076 
Δ  Degree of Sat% 20% 

 
 

The critical gap value used in the SIDRA model to 
determine the capacity corresponds to the maximum 
volumes observed. The maximum volumes were 
measured in the morning periods, therefore the AM 
critical gaps were used in the calculations of the 
capacities. A change in the critical gap value from the 
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default HCM 2010 to the value measured in this study 
results in an increased estimated capacity of 170 vehicles 
per hour. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 6. Plot of the Cumulative Accepted vs Rejected Gaps for 
Maritime Roundabout AM vs PM 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Plot of the Cumulative Accepted vs Rejected Gaps for 
Maritime Roundabout AM and PM Combined 

 
 
4.2 The Arthur Lok Jack (Mt Hope) Roundabout 
The Arthur Lok Jack Roundabout is located at the 
intersection of the Uriah Butler Highway (northern 
section), the entrances to Arthur Lok Jack and the 
southern entrance to The University of the West Indies 
(see Figure 8). This is a four-leg roundabout that has 
predominant flows in the north and south bound 
directions. These north and south approaches are fed 
with traffic from the Eastern Main Road and the 
Churchill Roosevelt Highway respectively Data from the 
southern approach was analysed during the peak flow 
periods in both the AM and PM. Figures 9 and 10 show 

the cumulative accepted versus rejected gaps for the 
Arthur Lok Jack Roundabout in AM and PM, 
respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. An aerial photograph of the Arthur Lok Jack  
(Mt Hope) roundabout 

Source: Google Earth, accessed 25/09/2019 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 9. Plot of the Cumulative Accepted vs Rejected Gaps  

for the Arthur Lok Jack Roundabout AM 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. Plot of the Cumulative Accepted vs Rejected Gaps  
for the Arthur Lok Jack Roundabout PM 

Tc = 2.6(s) 
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Table 4 shows a summary of gaps at the Arthur Lok 
Jack roundabout. There was a larger difference between 
the critical gap values for the morning and afternoon as 
compared to Maritime. The variation between the AM 
and the PM for this roundabout was comparable to the 
difference obtained for the Aranguez South roundabout. 
In addition, the lowest critical gap measured at Arthur 
Lok Jack roundabout was in the afternoon period. The 
minimum accepted and rejected gaps were around 1 
second for both morning and afternoon periods. This 
may suggest that on the day of the observation, that 
similarly small gaps were both accepted and rejected at 
this roundabout (see Figures 11 and 12).  

 
Table 4. Summary of Gaps at the Arthur Lok Jack Roundabout 

Gaps Mean 
(sec) 

Standard 
Deviation (sec) 

Minimum 
(sec) 

Maximum 
(Lag) (sec) 

Accepted AM 5.1 3.2 1.5 14.3 
Rejected AM 2.0 0.6 1.1 3.4 
Accepted PM 4.4 2.9 1.2 14.3 
Rejected PM 1.9 0.8 1.0 3.9 

 
Gaps Seconds 
tc  AM 3.1 
tc  PM 2.3 
Δ AM vs PM 0.8 
Δ % 2.8 
Arthur Lok Jack tc 34.78% 
Δ Lane Capacity of Approach 13 
Δ Capacity % 1% 
Δ Degree of Sat 0.004 
Δ  Degree of Sat% 2% 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 11. Plot of the Cumulative Accepted vs Rejected gaps for 
the Arthur Lok Jack Roundabout AM vs PM 

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
Figure 12. Plot of the Cumulative Accepted vs Rejected gaps for 

the Arthur Lok Jack Roundabout AM vs PM combined 

 
The difference between the critical gaps measured in 

the morning and afternoon was 0.8 seconds. This 
difference was an increase as compared to the difference 
observed at the Maritime roundabout. The associated 
increase in capacity using the different critical gaps in 
the SIDRA HCM 2010 analysis was 13 vehicles per 
hour, a 1% percent increase, and therefore much lower 
than the increase in the observed inner lane capacity at 
Maritime. 
 
4.3 The Aranguez South Roundabout 
This roundabout is located at the intersection of Garden 
Road and the Aranguez South Link Road. This is a three-
leg roundabout that has predominant flows in the south 
bound direction. The south approach receives its traffic 
from the westbound side of the Churchill Roosevelt 
Highway. Data was analysed during the peak flow 
periods in both the AM and PM.  Figures 14 and 15 show 
the cumulative accepted versus rejected gaps for 
Aranguez South Roundabout in AM and PM, 
respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13. Aerial photograph of the Aranguez South roundabout 
Source: Google Earth, accessed 25/09/2019 
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Figure 14. Plot of the Cumulative Accepted vs Rejected Gaps 
 for the Aranguez South roundabout, AM 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 15. Plot of the Cumulative Accepted vs Rejected Gaps  
for the Aranguez South roundabout, PM 

 
 

Table 5 shows a summary of the critical gap 
variation between the morning and afternoon 
estimations, yielding a difference of 36%. This 
difference was the highest variation between the morning 
and afternoon of all the observed roundabouts. 
Furthermore, the critical gap in the afternoon period was 
the highest critical gap measured amongst the 
roundabouts. It should also be noted that the minimum 
accepted gap measured for the AM and PM time periods 
was 1 second. The critical gap used to calculate the 
capacity was 2.5 seconds which resulted in a 62% 
difference in capacity as compared with those obtained 
with the default HCM 2010 values (see Figures 16 and 
17). This was the highest increase in capacity among all 
of the three roundabouts under study.  

The population critical gap was determined 
assuming driver behavioural characteristics are 
consistent across the selected roundabouts in Trinidad. 
This assumption is tested with the null hypothesis that 
the three roundabout samples belong to the same 
population (see t-test 2). Then, if the mean does not 
significantly differ, it can be used to represent the 
population as its variations would be random errors. 
Figure 18 shows the cumulative accepted versus rejected 
gaps for the population. 

Table 5. Summary of Gaps at the Aranguez South Roundabout 

Gaps Mean 
(sec) 

Standard 
Deviation (sec) 

Minimum 
(sec) 

Maximum 
(Lag) (sec) 

Accepted AM 3.1 1.7 0.6 9.9 
Rejected AM 1.8 0.5 0.9 4.1 
Accepted PM 3.7 1.8 0.9 7.5 
Rejected PM 2.3 0.6 1.4 3.6 

 
Gaps Seconds 
tc  AM 2.5 
tc  PM 3.4 
Δ AM vs PM 0.9 
Δ % 36.% 
Aranguez South tc 2.6 
Δ Lane Capacity of Approach 655 
Δ Capacity % 62% 
Δ Degree of Sat 0.068 
Δ  Degree of Sat% 28% 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 16. Plot of the Cumulative Accepted vs Rejected Gaps for 

the Aranguez South Roundabout AM vs PM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 17. Plot of the Cumulative Accepted vs Rejected Gaps for 

the Aranguez South Roundabout AM and PM combined 
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Figure 18. Plot of the Cumulative Accepted vs Rejected Gaps  

for the Population 

  
5. Data Analysis 
5.1 Testing Framework  
A number of paired comparisons were undertaken. It is 
hypothesised that: 
1. The critical gap would vary significantly between the 

morning and afternoon periods,  
2. The combined sample of the critical gap for all sites 

will vary significantly from the population critical 
gap, and 

3. The sample mean critical gap will significantly differ 
from those stated in the HCM 2010. 
Figure 19 shows a flow chart of the significance 

testing framework. Null hypotheses 1 and 2 were tested 
using the students t-test. The significance level (α), i.e. 
the probability of the occurrence of wrongfully rejecting 
the null hypothesis, was set at 5%. For hypothesis 3, this 
was quantified by the use of differences as they were 
calculated values and not observed. 
 
 
 
 
 
 
 
 

Figure 19. A Flow Chart of the Significance Testing Framework 

 
Using the t-test in this study, it was assumed that: 

• The data is distributed along a nominal distribution (it 
can be verified by the checking for skew),  

• A two-sided test is to be more suitable,  
• Each observation in the study had an equal chance of 

participating in the study, 
• Drivers were not aware of their driving patterns being 

recorded, and  
• The critical gap holds for both inner and outer lanes 

and tested separately. 

5.2 Testing of Hypotheses 
Three hypotheses were tested. These are listed below and 
records of respective the computations are summarised 
in Tables 6, 7, and 8, respectively. 
• t-test 1: Measured Gap AM versus PM, 
• t-test 2: Samples represents the Population, and 
• t-test 3: Combined Measured Gap vs HCM gap. 

 
Table 6. Test for Significance of Hypothesis 1 

Variables Overall observed 
Outer Lane 

Overall Observed 
Inner Lane  

Expected Value 2.83 2.65 
Mean AM 2.65 2.65 
Mean PM 2.83 2.83 

Standard Deviation AM 0.40 0.40 
Standard Deviation PM 0.55 0.55 

Level of Probability 0.05 0.05 
Number of data points 3.00 3.00 

Standard Error AM 0.23 0.23 
Standard Error PM 0.32 0.32 
Actual t value AM 0.80 - 
Actual t value PM - 0.58 

Critical  t value 4.30 4.30 
Significance t-Test 1 Accept Null Hypothesis Accept Null Hypothesis 

 With accepting the Null 
Hypothesis, there is an 
insignificant difference of 
measured critical gap in 
the AM  

With accepting the Null 
Hypothesis, there is an 
insignificant difference of 
measured critical gap in 
the PM 

 
Table 7. Test for Significance of Hypothesis 2 

Variables Overall observed  
Expected Value 2.80 

Mean Critical Gap 2.67 
Standard Deviation of samples 0.12 

Level of Probability 0.05 
Number of data points 3.00 

Standard Error  0.07 
Actual t value 2.00 

Critical  t value 4.30 
Significance t-Test 2 Accept Null Hypothesis 

  
With accepting the Null Hypothesis, there is 
no significant difference between the sample 
mean and population 

 
Table 8. Test for Skew and Significance Testing of Hypothesis 3 

Checking for skew   Skewed? 
Skewed > 2*sqrt (6/N)  1.73 no 

 

Variables Overall observed 
Outer Lane 

Overall Observed 
Inner Lane  

Expected Value 4.30 4.11 
Population Mean  2.67 2.67 

Standard Deviation  0.12 0.12 
Level of Probability 0.05 0.05 

Number of data points 3.00 3.00 
Standard Error  0.07 0.07 
Actual t value  24.50 21.65 

Critical  t value 4.30 4.30 
Significance t-Test 3 Reject Null Hypothesis Reject Null Hypothesis 

  

With rejecting the Null 
Hypothesis, there is a 
95% chance that the 
measured critical gap 
differs from the HCM 
2010 critical gap 

With rejecting the Null 
Hypothesis, there is a 
95% chance that the 
measured critical gap 
differs from the HCM 
2010 critical gap 
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Several limitations of the t-test are identified. 
Firstly, the t-test gives correlation and does not imply 
causation. Secondly, the expected values published in the 
HCM 2010 are a range, and the mean values were used. 
Also, these mean values were consistent with the value 
used in the SIDRA analysis. 

 
6. Discussions and Interpretation of the Results 
The results of the hypothesis testing showed 1) that there 
was no significant difference between the measured 
critical gaps in the morning and afternoon, 2) that there 
was no significant difference between the population 
mean and the grouped sample mean, and 3) that there 
was a significant difference of the group sample mean 
and the critical gap values referenced in the HCM 2010.  

The summary of findings is given in Table 9. The 
associated increases in the capacities were minimal 
except in the case of Aranguez South where there was a 
62% difference.  The majority of the gaps were estimated 
between 2 to 3 seconds.  Only two estimations were over 
3 seconds but all were under the stated values of the 
HCM 2000, HCM 2010 and NCHRP 572.   

 
Table 9. Summary of the Critical Gaps and Capacities of Three 

Roundabouts in Trinidad 
Gaps Arthur Lok Jack Maritime Aranguez South 
tc    AM (s) 3.1 2.35 2.5 
tc    PM (s) 2.3 2.8 3.4 
Δ  AM vs PM % 34.78% 19.07% 36.00% 
tc    Combined 
AM and PM 2.8 2.6 2.6 

Δ Capacity % 1% 19% 62% 
Δ  Degree of 
Sat% 2% 20% 28% 

 
 

The comparisons of the critical gaps determined at 
selected roundabouts Trinidad are in  Table 10 which 
shows that the gaps determined were lower than most of 
the international values. Critical gap values were 
determined for each roundabout for both the morning 
and afternoon periods and overall, so the variability of 
time and its effect on the gap values could be 
investigated. The overall results showed a variation of 
the critical gaps observed at all three roundabouts under 
study. This variation was due to the flow conditions, as 
well as the varying geometries at different roundabouts. 
There were also insignificant differences observed 
between the critical gaps for each of the roundabouts 
according to the time of day.  

The population critical gap was determined 
assuming driver behavioural characteristics are 
consistent across Trinidad. The three different 
roundabout samples were determined to belong to the 
same population. The mean does not significantly differ, 
and it was used to represent the population as its 
variations would be random errors. Moreover, lack of 
traffic law enforcement in Trinidad may result in road 
users not following the operational rules of a roundabout.  

Table 10. International Critical Gap References 

Country Mean Critical 
Gap (sec) Observation  

Australia 

2 lane  2.9 
Model based on conflicting 
flow and number of lanes, 
diameter and entry width 

Denmark 
2 lane, rural 4 Parameters by Regression 
Poland 
Medium 2 lane (L) 4.3 Parameters by Regression 
Medium 2 lane (R) 4.6 
Portugal 

2 lane  3.7 Maximum Likelihood method 
and Raff 

Sweden 
2 lane roundabouts (L) 4.5 Maximum Likelihood method 
2 lane roundabouts (R) 4.15 
United States (HCM 2010) 
2 lane roundabouts (L) 4.3 Maximum Likelihood method 
2 lane roundabouts (R) 4.11 Maximum Likelihood method 
United States (NCHRP 572) 
2 lane roundabouts (L) 4.85 Maximum Likelihood method 
2 lane roundabouts (R) 4.15 
Trinidad 
2 lane roundabout (L) 3.1 Raff at Arthur Lok Jack 
2 lane roundabout (R) 2.35 Raff at Maritime 
2 lane roundabout (L) 2.5 Raff at Aranguez South 

 
 

For example, road users drive on the shoulder lane 
of the roundabout which introduces an additional 
parameter to the capacity which theoretically comprises 
of the circulatory lanes, entry lanes and the exit lanes. 
Also noteworthy is the fact that, due to the improper use 
and incorrect education on the use of a roundabout, many 
users do not enter into the correct lanes and weave 
dangerously within the circulatory lanes of the 
roundabout. Alternatively, some road users merge into 
the circulatory stream dangerously, therefore accepting 
very small gaps. 

A comparison and a capacity analysis were 
performed using the standard values of the Highway 
Capacity Manual 2010. The analysis used the maximum 
volumes as the best model of the expected capacities at 
the roundabout sites. The calculated values were 
compared to the HCM values and it was determined that 
the estimations for Aranguez South in the afternoon (3.4 
seconds) and Arthur Lok Jack in the morning period (3.1 
seconds) were those closest to the guided values of the 
HCM 2010 values of 4.3 and 4.11 seconds. The Arthur 
Lok Jack roundabout gap estimate for the afternoon was 
the furthest from the HCM 2010 value (80 percent 
lower). Hence, the Aranguez South roundabout had the 
lowest critical gap for all the morning periods and 
therefore was used for the capacity analysis at this site. 
This resulted in a value 72 percent higher than the 
expected HCM 2010.  

There was a statistically significant difference 
between the critical gaps measured in the morning and 
those published in the HCM 2010 for the sub dominant 
(outer) lane. This was not the case for the mean of the 
afternoon gaps when compared to the dominant (inner) 
lane HCM 2010 standard. 
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7. Conclusion  
The objectives of this study were 1) to determine the 
critical gaps for drivers at selected roundabouts in 
Trinidad, 2) to determine if they differed significantly 
from international values, and 3) to use the measured 
values to determine the differences in capacities from 
that of the HCM default values. With the use of video 
technology the critical gaps as defined by Raff and Hart 
(1983) were determined at the three roundabouts under 
study. Comparisons were made between different times 
of day and their effects on the predicted and actual 
capacities of the roundabouts. It was discovered from the 
samples taken in this study that the time of day did not 
result in a significant variation of the critical gap. 
Furthermore, it was shown that the estimated critical 
gaps at the three roundabouts were not statistically 
significantly different.  

The results of the research showed significant 
differences between the critical gaps in T&T and those 
from international sources included the default gaps used 
in the Highway Capacity Manual 2010.  The differences 
determined resulted in increases of the calculated 
capacities at the three roundabouts by as much as 72% 
when the locally derived critical gaps were used. The 
results showed the importance of using locally derived 
measures, as far as possible in designing and determining 
the performance of roundabouts. 
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Abstract: The effect of microwave power (200, 500, 700 and 1000W) on the drying behaviour of West Indian Bay leaf 

(Pimenta racemosa) was investigated.  Leaves were dried in a commercial digital microwave oven until there was 

virtually no change in weight.  The initial moisture content and water activity (aw) values of fresh leaves averaged 0.85 

g H2O/g DM (46.0 % wb) and 0.912, respectively. Although a decrease in moisture content, water activity and drying 

time increased with microwave power level, the most noticeable changes were seen as microwave power increased 

from 200 to 500W. Overall, drying time to equilibrium moisture values decreased from 48.8 to 5.2 minutes for leaves 

dried at 200-1000W, respectively. The final moisture content values of leaves dried at 200, 500, 700 and 1000W 

averaged 0.22, 0.05, 0.04 and 0.02 g H2O/g DM (18.7 to 2.0 % wb), respectively. Corresponding water activity values 

for microwave-dried leaves averaged 0.756 for leaves dried at 200W power and 0.326 for leaves dried at 1000W. 

Drying rates at the start of drying averaged 0.02 g H2O/g DM/min for leaves dried at 200W power, compared with 

0.63 g H2O/g DM/min for leaves dried at 1000W. Drying of all leaves occurred in the falling rate period. Drying rate 

constants (k) ranged from 0.0410 to1.0930 1/min, with the corresponding diffusivity values averaging 0.62 and 16.69 x 

10-9 m2/s, for leaves dried at 200-1000W, respectively. Rehydration ratios were found to increase with rehydration 

temperature (p≤0.05).  Significantly lower rehydration ratios were seen in leaves dried at 200W when rehydration was 

carried out at ambient temperature. Leaves experienced changes in colour and texture during drying, with undesirable 

changes occurring during drying at 200W and 1000W power levels. Drying at 500W and 700W was favourable and 

found to be similar with respect to the colour attributes and equilibrium moisture content of dried leaves, as well as 

energy consumption.  The chlorophyll content was higher in leaves dried at 500W while the odour of leaves dried at 

700W was stronger. Of the nineteen thin layer models applied to the MR data, the Verma model best fit the data for 

leaves dried at 500W power level and the Jena and Das model best fit the data for leaves dried at 700W.  The results 

show the clear potential for microwave drying as a rapid drying method of drying bay leaves. 

Keywords:  Microwave drying, West Indian Bay leaf, thin layer modelling 

Nomenclature 
A Drying constant 
aw Water activity 
Deff  Diffusion coefficient (m2/s) 
DM Dry matter (g) 
Et Energy consumption (W.h) 
k Drying rate constant (1/min) 
L Half thickness of leaf (m) 
L*,a*,b* Colour attributes  
M Moisture content (g H2O/g DM) at time = t  
Mo Initial Moisture Content (g H2O/g DM)  
Me Equilibrium Moisture Content (g H2O/g DM) 
  

  
MR Moisture Ratio (M-Me)/(Mo-Me) 
P Microwave power (W) 
R2 Coefficient of determination 
RMSE Root Mean Square Error 
RR Rehydration Ratio 
W Watts 
K,K0, K1,a,b,c,g,n Model constants 
t Time (min) 
wb Wet basis (g H2O/100g FW) 
2 Chi-Square 

1.  Introduction 
West Indian bay leaves (Pimenta racemosa) are dark 
green, shiny, evergreen leaves that emit a potent spicy 
aroma that is also comparable with the smell of lemon 
(Paula et al., 2010; Ogundajo et al., 2011).  The leaves 
derive from a large tree (15-25 metres), are also known 
as West Indian Bay, Bay Leaf, Bay Tree, Bay Cherry, 
Bois d’Inde, Matagueta and Wild Cinnamon (Seaforth 

and Tikasingh, 2008).  The tree is native throughout the 
Caribbean region, but is predominantly grown in the 
West Indies, Mexico, Indonesia, Guyana, Puerto Rico, 
Venezuela, Jamaica and Africa (Seaforth and Tikasingh, 
2008; Ogundajo et al., 2011). Traditionally, West Indian 
bay leaves (Pimenta racemosa) are used in the 
production of bay rum which is made by distillation of 
the leaves with rum, and these leaves are purported to 
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have soothing and antiseptic properties (Seaforth and 
Tikasingh, 2008).  The essential oil, commonly known as 
“bay oil” or “Myrcia oil” is obtained by steam 
distillation (McGaw et al., 2016).  Bay oil is used in 
aftershaves, hair growth and hair loss lotions, perfumes 
and as a commercial flavouring in food.  In Caribbean 
folk medicine, bay oil is used to treat rheumatism and 
toothaches and for its painkilling and anti-inflammatory 
effects (Jirovetz et al., 2007; Alitonou et al., 2012).   

West Indian bay leaves are used as a spice and share 
equivalent culinary uses as Laurus nobilis, also called 
“bay leaves” and bay laurel leaves, but which is a 
completely unrelated species and differs botanically from 
the West Indian bay (McHale et al., 1977; Alitonou et 

al., 2012). Laurus nobilis is mainly produced in Turkey 
and prepared for market by process of drying; usually 
sun drying (Demir et al., 2004).  Drying is usually fully 
achieved over a period of up to ten days in optimal 
climatic conditions, however, due to the external 
exposure to the environment, losses in quality as well as 
contamination result (Demir et al., 2004).   

The drying of leafy herbs is an important operation 
in value addition and extending the shelf life. Herbs are 
dried prior to extraction of essential oils and other 
compounds, and dried herbs are also used extensively in 
many food preparations.  Because of the importance of 
the drying step, the oven-drying behaviour (40-70°C) of 
Laurus nobilis leaves has been investigated by some 
researchers (Demir et al., 2004; Gunhan et al., 2005; 
Doymaz, 2014; Cakmak et al., 2013).  The oven drying 
behaviour of the West Indian bay leaf was investigated 
by the authors of this work (Mujaffar and Bynoe, 2019).  
Leaves were dried in a single layer for 300 min in a 
cabinet oven set at 60°C and the moisture content of the 
leaves declined from 45.9% (wb) to an equilibrium 
moisture content value of 5.7%. There was a 
corresponding decline in water activity value from 0.912 
to 0.496.  Drying was found to occur in the falling rate 
period only and the effective moisture diffusivity 
averaged 0.32 x 10-9 m2/s. The drying data was best 
described using the Logistic model. Rehydration ratios 
for oven-dried leaves averaged 1.10 and 1.44 for leaves 
rehydrated at 30°C and 60°C, respectively. 

There has been an interest in the microwave drying 
of herbs such as mint, basil, parsley and celery leaves as 
a viable alternative to the conventional hot air oven-
drying method (Di Cesare et al., 2003; Soysal, 2004; 
Ozbek and Dadali, 2007; Demirhan and Ozbek, 2011; 
Seyedabadi, 2015). Microwaves are a form of 
electromagnetic radiation that effect heating of foods by 
a process of dielectric heating (Decareau, 1985; Zhang et 

al., 2006). While conventional heating occurs by 
convection followed by conduction where heat must 
diffuse into the material, materials can absorb microwave 
energy directly and internally convert this energy to heat 
(Vadivambal and Jayas, 2007). The advantages of 
microwave drying are reduced drying time, less energy 

use with less impact on product quality (Zhang et al., 
2006).  

The microwave-drying kinetics of bay laurel 
(Laurus nobilis) leaves was explored by Cakmak et al. 
(2013) at a power level of 180W, with favourable results 
with regard to drying time and quality attributes.  Sellami 
et al. (2011) noted that drying method impacted on the 
yield of essential oil from Laurus nobilis leaves and 
reported that microwave drying (500W) gave an oil yield 
similar to that of fresh leaves, while oven drying at 45°C 
and 65°C resulted in the lowest essential oil recovery.  
Previous work by the authors (Mujaffar and Bynoe, 
2019) showed the potential for microwave drying at 
500W power as a rapid drying method for West Indian 
bay leaves.  Compared with oven (hot-air drying) at 
60°C, drying time was reduced from 300 min to 15.6 
min with minimum negative effects on the colour and 
odour of leaves, compared with oven drying.   

This study was undertaken to further explore the 
microwave drying of the West Indian bay leaf, 
specifically to investigate the effect of microwave power 
level (200-1000W) on the thin-layer drying behaviour 
and selected quality attributes. 

 
2. Materials and Methods 
Fresh West Indian bay (Pimenta racemosa) leaves were 
harvested from a single large bay tree.  Unblemished 
leaves were gently wiped with paper towels to remove 
any adhering dust before drying and drying done on the 
same day as harvesting.  The length, width and thickness 
of leaves averaged 0.065±0.005 m, 0.044±0.004 m and 
0.0030±0.00 m, respectively.  Preliminary experiments 
revealed that blanching of leaves, as recommended by 
Ahmed et al. (2001) for coriander leaves, did not result 
in any noticeable improvements in quality of microwave-
dried leaves. 

Microwave drying was carried out using a 34L oven 
capacity Amana MCS10TS Menumaster Commercial 
digital microwave oven (Accelerated Cooking Products 
(ACP), Cedar Rapids, IA, USA) with the following 
technical features: 3.5kV, 1000W, 120V, 60 Hertz.  
Microwave power levels used were based on the four 
pre-set levels (200W, 500W, 700W, 1000W).  A sample 
size of 10g of leaves was selected as the amount could be 
spread in a single layer onto the sample plate. The total 
weight of the plate with the leaves was recorded before 
placing into the oven. At 30s intervals the plate with the 
leaves was removed from the oven, quickly weighed and 
returned to the oven.  Drying was continued until there 
was no further change in weight. At the end of drying, 
leaves were allowed to cool, packaged in re-sealable 
plastic storage bags and stored in laboratory desiccators 
until analysis. A total of five (5) drying runs were 
conducted at each power level.  

The rehydration characteristics of dried bay leaves 
were investigated at ambient temperature (30-35°C) and 
60°C using a 26.5L capacity, Precision Reciprocating 
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Shaker Water Bath (Model 2872, Thermo-Scientific, 
Ohio, USA) with a stainless-steel chamber and 
temperature range of ambient to 99.9°C ± 0.1°C.   Dried 
samples (2g each) were placed into beakers containing 
200ml of distilled water, then placed into the water bath 
for 4h (Cakmak et al., 2013).  The rehydration behaviour 
of a commercially available sample of dried bay leaf 
(Laurus nobilis) was also checked for comparison. 

Procedures and instruments used for measuring 
sample weight, water activity (aw) and colour were 
described previously by Mujaffar and Lee Loy (2016), 
with the following variations: the moisture content of the 
fresh and dried leaves was measured at 160oC and the 
dried leaves were blended to create a homogenous 
sample before colour assessment (Cakmak et al., 2013).  
Chlorophyll determination was carried out 
spectrophotometrically based on the procedure of Rai et 

al. (2011) and the results expressed in mg/g DM based 
on the dilution factor and mass of sample used (Looi et 

al., 2019) as well as the sample moisture content.  
Energy consumption for microwave drying was obtained 
using Equation 4 (Hebbar et al., 2004). 

Et = P.t                                                                   (1) 
Drying data was analysed using the standard 

approach to drying studies, that is, the generation of 
drying curves and drying rate curves as described in 
detail previously (Mujaffar and Sankat, 2005; 2014; 
Mujaffar and Lee Loy, 2016). The final moisture content 
values were used together with the sample weight data to 
back-calculate the moisture changes in the leaves during 
the drying process.  Moisture Ratio (MR) was calculated 
based on the analytical solution of Fick’s Law for an 
infinite slab assuming uniform initial moisture 
distribution and negligible external resistances (Crank, 
1975), which reduces to the straight-line equation given 
in Equation (2).  The drying rate constant (k) was 
obtained from the slope of the plot of In MR versus time 
(t) and effective moisture diffusivity (Deff) values were 
calculated using 0.003 m as the leaf thickness (Equation 
3).  

 
Rehydration Ratio was calculated using the 

following equation (Cakmak et al., 2013): 

 
For this study, a total of nineteen (19) empirical and 

semi-empirical thin layer models (see Table 1) most 
commonly used in curve fitting studies were applied to 
the MR data (Erbay and Icier, 2010, Ertekin and Firat, 
2017).  Curve fitting was carried out using Curve Expert 
Professional software (Version 2.3, Hyams, 2016) and fit 
assessed through the use of the coefficient of 

determination (R2), root mean square error (RMSE) and 
the chi-square statistic (χ2) (Mujaffar and Lee Loy, 
2016).  ANOVA was carried out using Minitab 17 
Statistics Software (Minitab Inc., PA, USA) (Minitab 
2016) and post hoc analysis carried out using “Rapid 
publication-ready MS-Word tables for one-way 
ANOVA” (Assaad et al., 2015). 
 

Table 1. Thin Layer Drying Models 
Model name Equation 
Newton MR = exp (-Kt) 

Page MR = exp(-Ktn) 

Modified Page MR = exp(-Kt)n 

Henderson and Pabis MR = a exp (-Kt) 
Modified Henderson 

and Pabis MR = a exp (-Kt) + b exp (-gt) + c exp (-ht) 

Logarithmic MR = a exp (-Kt) + c 

Two-Term MR = a exp (-K0 t) + b exp (-K1 t) 
Two-Term Exponential MR = a exp (-Kt) + (1-a) exp (-Kat) 

Wang and Singh MR = 1+at+bt2 

Verma MR = a exp(-Kt)+(1-a) exp(-gt) 

Hii MR = a exp(-Ktn) + c exp(-gtn) 

Midilli MR = a exp (-Ktn) + b t 

Weibull distribution MR = a - b exp (-Ktn) 

Diffusion approach MR = a exp(-Kt)+(1-a) exp(-Kbt) 

Aghbashlo et al. MR = -K1t / (1 + K2t) 

Logistic MR = a0 / ((1 + a exp (Kt)) 

Jena and Das MR = a exp (- t + b t1/2) + c 

Demir et al. MR = a exp (-Ktn) + c 

Alibas MR = a exp (-Ktn + b t) + g 

 
 
3. Results and Discussion 
3.1 General Observations and Colour 
Leaves were initially shiny, dark green in colour and 
pliable in texture. The aroma of the fresh whole leaves 
was mild, which became more pronounced when the 
leaves were torn. Noticeable changes in appearance and 
texture occurred during the drying process (see Figure 
1).  Leaves dried at 500 to 1000W power levels became 
very brittle and were susceptible to tearing during post-
drying handling. 

During the drying process, moisture was observed 
on the surface of the leaves which then evaporated. The 
higher the power level, the faster this process occurred.  
Leaves dried at 200W power level developed a damp 
appearance with the centre of the leaves turning yellow 
after approximately 4 min of drying. After 12 min, 
leaves appeared discoloured, with areas of dark green, 
brown and yellow. After 25 min the leaves were fully 
yellow/ brown. It is possible that due to the low drying 
potential at this power level, leaves dried at 200W 
became “cooked”.  It took approximately 40 min for the 
leaves to start losing the moisture and become more 
brittle.  

Undesirable changes were also observed in leaves 
dried at 1000W.  The leaves became severely distorted 
and curled at the edges after 2 min of drying.  After 6 
min,  the edges of some of the leaves  turned  brown  and  

(2)

(3)

(4)
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Figure 1. Appearance of fresh (a) and dried (b) 200W (c) 500W (d) 700W (e) 1000W West Indian bay leaves 

 

 
Figure 2. Appearance of ground, dried West Indian bay leaves (a) 200W (b) 500W (c) 700W (d) 1000W 

 
Table 2. Colour attributes and Total chlorophyll content of fresh and dried West Indian bay leaves. 

Quality Attribute 
Bay Leaf Sample 

Fresh 200W 500W 700W 1000W 
L* 49.58 ± 1.75b 38.65 ± 0.73c 63.97 ± 0.26a 62.64 ± 0.13a 64.36 ± 0.05a 
a* -7.07 ± 0.50b 8.44 ± 0.08a -8.56 ± 0.07c -8.48 ± 0.09c -8.66 ± 0.07c 
b* 8.32 ± 0.55d 20.12 ± 0.4594c 37.32 ± 0.26a 35.10 ± 0.33b 36.95 ± 0.10a 
Hue (°) -49.67 ± 0.37b 67.23 ± 0.6468a -77.07 ± 0.046c -76.42 ± 0.04c -76.81 ± 0.08c 
Total Chlorophyll (mg/g DM) 5.81 ± 0.09a 3.46 ± 0.02b 1.46 ± 0.02c 0.99 ± 0.002d 0.82 ± 0.04e 

Values are means ± SEM. n = 3 
a-c Means in a row without a common superscript letter differ (P<0.05) as analysed by one-way ANOVA and the LSD test.  

 
were very brittle. These undesirable changes could have 
been the result of overheating and uneven heating in the 
microwave oven (Zhang et al. 2006).  The leaves dried at 
200 and 1000W power levels lost their shine.   

During microwave drying, the leaves emitted a 
moderate odour which became stronger near the end and 
after drying; especially when the leaves were torn or 
crushed. The odour of the torn, dried leaves was weaker 
in leaves dried at 500 and 1000W power levels. Leaves 
dried  at  500  and 700W  power  levels   were   the  most 
attractive, with the typical bay leaf odour being stronger 
in leaves dried at 700W.  Leaves dried at 700W power 
level appeared to be visibly greener than the leaves dried 
at 500W. 

The dried leaves were ground prior to colour 
analysis (see Figure 2). Compared with the leaves dried 
at 200W, leaves dried at the higher power levels were 
easier to grind as the leaves were more brittle.  Velu et 

al. (2006) reported that microwave drying improved the 
grinding of maize, with microwave-dried maize showing 
a decreased Bond’s work index, which is a measure of 

grinding energy.  The colour attributes and chlorophyll 
content (mg/g DM) of the fresh and dried leaves are 
given in Table 2.  

Higher L* values indicated the lightening of leaves 
dried at 500-1000W power levels, while darkening of the 
leaves occurred at 200W.  Leaves dried at the higher 
power levels maintained a dark green colour, as reflected 
in high negative a* values, while a positive value of 
+8.44 was found for leaves dried at 200W power level, 
indicating reddening/browning. The high positive b* 
values indicated the increase in yellowing of all leaves 
after drying, increasing at the higher microwave power 
levels.  Increasing microwave power from 200 to 500W 
resulted in a large decline in the chlorophyll content of 
the leaves.   

Mujaffar and Bynoe (2019) found that microwave-
dried West Indian bay leaves were greener in appearance 
with correspondingly lower a* values than oven-dried 
(60°C) leaves, which were brown in colour.  Cakmak et 

al. (2013) found that microwave-dried (180W) Laurus 

nobilis leaves were greener but with higher b* values 
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compared with oven-dried leaves. Microwave-dried 
leaves also showed a smaller colour difference when 
compared with fresh leaves. Demir et al. (2004) found 
that while the colour attributes of dried Laurus nobilis 
were significantly different from the fresh leaves, the 
impact of drying method (oven, sun and shade drying) 
was not significant.  Vadivambal and Jayas (2007) noted 
that microwave-dried products are generally less brown 
than conventional air-dried products. From the present 
study, the lowest chlorophyll content (0.82 mg/g DM) 
was observed in leaves dried at 1000W power level, 
however, this was higher than the 0.68 mg/g DM 
reported for leaves dried at 60°C (Mujaffar and Bynoe, 
2019). 
 

3.2 Drying Curves 
During drying, all leaves experienced a change in 
weight. The maximum weight loss (% over original 
weight) experienced by microwave-dried leaves at 500-
1000W was approximately 43%, with most of the change 
in weight occurring at the early stages of the process. 
The maximum weight loss for leaves dried at 200W was 
34%.   

The initial moisture content and water activity of 
fresh leaves averaged 0.85 g H2O/g DM (46% wb) and 
0.912, respectively.  The decline in moisture content of 
the leaves as a function of microwave power is given in 
Figure 3.  Moisture content was significantly affected by 
drying time and microwave power level, as well as a 
time-power interaction (p ≤ 0.001). Increasing the power 
level from 200 to 1000W resulted in an increase in 
moisture reduction, with the greatest effect was observed 
as the power level increased from 200 to 500W.  
Equilibrium moisture and water activity of dried leaves 
are given in Table 3.  The final moisture content values 
of leaves dried at 200, 500, 700 and 1000W averaged 
0.22, 0.05, 0.04 and 0.02 g H2O/g DM, respectively 
(18.7, 5.2, 3.8, 2.0 %wb). The higher the power level, the 
shorter the drying time to achieve equilibrium moisture 
content.   

The increase in moisture decline and drying time 
with increasing microwave power has been described for 
many leafy materials, including celery, basil, parsley, 
spinach and amaranth (Soysal, 2004; Alibas 2014; 
Demirhan and Ozbek, 2011; Seyedabadi, 2015; Mujaffar 
and LeeLoy, 2016). Increasing microwave power 
increases the rate of energy supply (J/s) to the material, 
which leads to faster heating. Evaporation of moisture is 
therefore increased and the movement of internal 
moisture to the surface of the material occurs at a faster 
rate. 

Mujaffar and Bynoe (2019) reported that oven-dried 
(60°C) West Indian bay leaves took 300 min to reach 
equilibrium moisture content. Cakmak et al. (2013) 
found that microwave drying of Laurus nobilis leaves at 
180W resulted in a four-fold reduction in drying time, 
compared with leaves dried in an oven at 50-70°C, and 

that drying could be completed within 25 min.  Demir et 

al. (2004) reported that Laurus nobilis leaves could be 
dried to 10-12% moisture in 2.5 to 9h in a convection 
oven at 40-60°C, respectively. Doymaz (2014) found 
that drying time for Laurus nobilis leaves could be 
reduced from 170 to 60 min when the drying temperature 
increased from 50 to 70°C.  

The drying energy consumption (W/h) for 10g 
samples of bay leaves is given in Figure 4. Energy 
consumption decreased from 9670 to 5200 W/h as 
microwave power increased from 200 to 1000W. Energy 
consumption values were not significantly different (p ≤ 
0.05) between 500 and 700W power levels, or 700 and 
1000W power levels. Alibas Ozkan et al. (2007) also 
reported higher energy consumption values of leaves 
dried at lower power levels of 90 to 160W microwave 
power levels, with similar values at 350 to 1000W power 
levels. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 3. Effect of microwave power level on the moisture  
content of West Indian bay leaves 

 
 
 
 
 
 
 
 
 
 

 
 

 

 
Figure 4. Energy Consumption for microwave drying of West 

Indian bay leaves at different power levels 
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Table 3: Moisture and water activity values of fresh and dried leaves 

Quality Attribute 
Bay Leaf Sample 

Fresh 200W 500W 700W 1000W 
MC (g H2O/g DM) 0.87 ± 0.06a 0.22 ± 0.022b 0.05 ± 0.005c 0.04 ± 0.004c 0.02 ± 0.002c 
aw 0.912 ± 0.006a 0.756 ± 0.016b 0.406 ± 0.007c 0.331 ± 0.014d 0.326 ± 0.008d 
Time to Equilibrium (min) NA 48.8 ± 3.5a 15.6 ± 0.93b 8.8 ± 0.97c 5.2 ± 0.58c 

Values are means ± SEM, n = 5 per treatment group.  
a-d Means in a row without a common superscript letter differ (P<0.05) as analysed by one-way ANOVA and the LSD test.  

 
3.3 Drying Rate Curves 
Drying rates of microwave-dried bay leaves as a function 
of average moisture content are shown in Figure 5.  The 
higher the power level, the higher the drying rates for 
most of the drying process.  Initial drying rates averaged 
0.02, 0.20, 0.37 and 0.63 g H2O/g DM/min, for leaves 
dried at 200, 500, 700 and 1000W, respectively.  Drying 
at 200W power level occurred in the constant rate and 
falling rate period, with the falling rate period beginning 
at a moisture value of 0.65 g H2O/g DM (40% wb).  
Drying at the higher power levels occurred in the falling 
rate period only, which means that drying was controlled 
by diffusion of moisture. 

 
 

 

 

 

 

 

 

 
 

Figure 5. Drying rate curves for West Indian bay leaves at  
various microwave power levels 

 
   With respect to the drying of bay leaves, 

specifically, Gunhan et al. (2005) presented curves of 
drying rate as a function of drying time for oven-dried 
Laurus nobilis L. leaves dried at 40-50°C. They noted 
that drying rates were impacted by drying temperature, 
but not by the humidity of the air, with approximate 
initial values of 0.18 to 0.80 g H2O/g DM/min for leaves 
dried at 40-50°C, respectively. Doymaz (2014) presented 
curves of drying rate versus Moisture Ratio (MR) to 
support that drying of bay leaves at 50-70°C occurs in 
the falling rate period only. 

Similar changes in drying rate with time and with 
increasing microwave power levels were reported for 
celery, mint, parsley, spinach and amaranth leaves 
(Soysal, 2004; Alibas Ozkan et al., 2007; Ozbek and 
Dadali, 2007; Demirhan and Ozbek, 2011; Sharada, 
2013, Mujaffar and Lee Loy, 2016).  According to those 
authors, high moisture values of leaves at the initial 
stages of drying result in higher absorption of microwave 
power and higher drying rates due to higher moisture 
diffusion. Decrease in moisture as drying progresses 
results in a decrease in absorption of microwaves and a 
drop in temperature, with a resulting decrease in drying 
rate. Other authors have reported drying during the 
falling rate only for the drying of spinach and celery 
leaves (Alibas Ozkan et al., 2007; Demirham and Ozbek, 
2011). Demirham and Ozbek (2011) added that the 
critical moisture content was equal to the initial moisture 
content of celery leaves which meant that the microwave 
drying process at 180 to 900W power levels was entirely 
controlled by mass transfer resistance. It has been 
suggested that microwave drying is most effective at 
product moisture contents below 20% (wb), which 
usually corresponds to drying in the falling rate period 
(Maskan, 2001). The removal of moisture during this 
time is therefore more rapid than with oven (hot-air) 
drying. 
 
3.4 Moisture Ratio (MR), Drying Rate Constants (k) 

and Diffusion Coefficients (Deff) 
Plots of Moisture Ratio (MR) versus time (min) are given 
in Figure 6. A similar trend to the drying curves was 
observed, where increasing the power level from 200W 
to 1000W resulted in the decline in values, but with the 
greatest decline occurring when microwave power level 
was increased from 200 to 500W.   

The drying rate constants (k) for the initial minutes 
of microwave drying of bay leaves were determined 
from plots of the ln free moisture (ln MR) as a function 
of drying time. Drying rate constants (see Table 4) were 
significantly affected by microwave power level (p ≤ 

0.05). The increase in drying rate with microwave power 
level could be described by the following relationship 
(R² = 0.9953): 

k = 7 x 10-7.P2.0781 
Mujaffar and Bynoe (2019) reported k-values of 

0.0213 1/min and Deff values of 0.32 x 10-9 m2/s for West 
Indian bay leaves dried in an oven at 60°C. 
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Figure 6. Moisture ratio curves for bay leaves at different 
microwave power levels 

 
Table 4. Drying rate constants (k) and diffusion coefficients (Deff) 

for microwave-dried bay leaves 
Microwave 
power level (W) k (1/min) Deff (m2/s) R2 

200 0.0410 ± 0.016d 0.62 x 10-9 0.9905 
500 0.3115 ± 0.005c 4.73 x 10-9 0.9989 
700 0.6397 ± 0.030b 9.72 x 10-9 0.9939 
1000 1.0930 ± 0.028a 16.60 x 10-9 0.9706 

Values are means ± SEM, n = 5 per treatment group.  
a-d Means in a column without a common superscript letter differ 
(P<0.05) as analysed by one-way ANOVA and the LSD test.  
aDeff = k (4X2/π2) where X = half thickness 0.0015m 

 
With respect to work done on the microwave-drying 

of Laurus nobilis leaves, Cakmak et al. (2013) reported 
Deff values of 1.52 to 3.64 x 10-9 m2/s for leaves dried in 
an oven at 50-70°C, and 8.08 x 10-9 m2/s for microwave-
dried leaves.  Doymaz (2014) reported lower Deff values 
of 9.38 to 20.70 x 10-12 m2/s for leaves dried in an oven 
at 50-70°C, demonstrating the rapid drying rates 
achieved through microwave drying in the present study. 

With respect to Deff values for other microwave-
dried leafy greens and herbs, Demirhan and Ozbek 
(2011) reported moisture diffusivity values for 
microwave-dried celery leaves of 0.343 x 10-10 to 1.714 x 
10-10 m2/s as microwave power increased from 180 to 
900W using 25g celery leaf samples. Alibas (2014) 
reported D-values for microwave-dried celery leaves 
ranging from 1.595 x 10-10 to 6.377 x 10-12 m2/s at power 
levels of 90 to 1000W. An increase with microwave 

power level has been attributed to the increased activity 
of water molecules at higher power levels. 
 

3.5 Rehydration Ratio 
Rehydration ratios for the dried leaves are given in Table 
5.  Rehydration ratio increased at the higher temperature 
(60°C).  There were no significant (p<0.05) differences 
between dried leaves at the higher rehydration 
temperature, but at 30°C, the rehydration ratios of leaves 
were significantly lower for leaves dried at 200W power 
level. 

Rehydration is an indicator of cellular and structural 
changes that may have occurred during the dehydration 
process and Cakmak et al. (2013) reported a rehydration 
ratio of less than 1.2 for microwave-dried (180W) bay 
laurel leaves.  According to Vadivambal and Jayas 
(2007), enhanced rehydration may be seen in 
microwave-dried products compared with air-dried 
samples.  

During microwave-drying, the rapid outward flux of 
water vapour from inside the material can help to prevent 
shrinkage and collapse of the tissue structure typical of 
air-drying systems and therefore lead to improved 
rehydration characteristics (Al-Duri and McIntyre, 1991). 
Leafy materials such as the bay leaf are very thin (0.003 
m), so there may not be noticeable structural differences 
between oven- and microwave-dried leaves.  
 
3.6 Thin Layer Curve fit 
Given that the drying of leaves at 200W and 1000W did 
not give good results in terms of drying time and 
or/quality of leaves, the thin layer models were applied 
only to the data for leaves dried at 500 and 700W.  Of 
the nineteen thin layer models applied to the MR data, 
the Verma model fits the data best for leaves dried at 
500W power level and the Jena and Das model fits the 
data best for leaves dried at 700W (see Table 6). 

The comparison of Predicted versus Experimental 
MR values for leaves dried at 500 and 700W gave 
straight lines with high R2 values (0.9996 and 0.9994, 
respectively), an indication of good agreement of values. 

  With respect to the oven drying of West Indian bay 
leaves, Mujaffar and Bynoe (2019) found the Logistic 
model to adequately describe the drying data. With 
respect to modelling work done on Laurus nobilis leaves, 
Cakmak et al. (2013) found the Midilli  model to 
adequately describe the drying data for both oven- and 
microwave-dried leaves, while the Page and  Midilli 
models were reported to best fit the MR data for

 
Table 5. Rehydration ratios of West Indian bay leaves dried at varying power levels. 

Temperature (°C) 
Microwave Power 

 200W 500W 700W 1000W 
30  1.04 ± 0.008a 1.14 ± 0.004b 1.13 ± 0.004b 1.14 ± 0.017b 
60  1.39 ± 0.033 1.50 ± 0.034 1.55 ± 0.006 1.46 ± 0.063 

Values are means ± SEM, n = 2 per treatment group.  
a-b Means in a row without a common superscript letter differ (P<0.05) as analyzed by one-way ANOVA and the LSD test.  
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Table 6. Thin layer models and constants in order of best fit for West Indian bay leaves dried at different microwave power levels 

 (a) 500W and (b) 700W 

Model (a) 500W - Model constants R2 RMSE χ2 K n ao a b c g h 
Verma 0.3362 - - 1.0707 - - 1.8524 - 0.9998 0.005436 0.000035 
Jena and Das 0.3572 - - 0.9983 0.0735 0.0019 - - 0.9998 0.005482 0.000038 
Modified Henderson and Pabis 0.6419 -15.522 15.9587 0.6301 0.2783 0.9998 0.005215 0.000039 
Alibas 1.1650 1.0179 - 0.9986 0.8739 0.5631 0.0032 - 0.9997 0.005805 0.000045 
Logistic 0.3527 - 5.7601 4.7340 - - - - 0.9997 0.006380 0.000048 

 

Model  (b) 700W - Model constants R2 RMSE χ2 K n ao a b c g h
Jena and Das 0.7457 0.9935 0.1093 0.0070 0.9997 0.007957 0.000099 
Newton 0.6500 - - - - - - - 0.9995 0.009643 0.000102 
Page 0.6412 1.0201 - - - - - - 0.9995 0.009462 0.000109 
Weibull distribution 0.6427 1.0502 - 0.0069 -0.9944 - - - 0.9996 0.008444 0.000112 
Two-Term Exponential 0.6937 - - 0.7662 - - - - 0.9995 0.009579 0.000112 
 
 

oven-dried leaves (Demir et al., 2004; Gunhan et al., 
2005; Doymaz, 2014). The Page, Midilli and logarithmic 
models have all been reported to successfully describe 
the MR data for microwave-dried leafy materials 
including celery, mint, parsley and basil leaves (Soysal 
2004; Ozbek and Dadali, 2007; Demirham and Ozbek, 
2011; Seyedabadi, 2015). 
 
4. Conclusions 
From the results of this study, microwave drying appears 
to be a feasible drying method for the rapid drying of 
West Indian bay leaves. Microwave power level had a 
significant impact on the drying rates and quality of 
dried samples. An increase in power level resulted in 
increased drying rates, with browning and the risk of 
scorching increasing at 1000W power. Drying at 200W 
power level was unfavourable in terms of low drying 
rates and leaf quality.    

Drying of leaves at 500W and 700W was favourable 
and found to be similar with respect to the colour 
attributes, equilibrium moisture content of dried leaves 
as well as energy consumption, but with less drying time 
required at 700W power level (8.8 min versus 16.6 min).  
Leaves dried at 500W had slightly higher chlorophyll 
contents while leaves dried at 700W had a stronger bay 
leaf odour. Leaves dried at 500 and 700W remained 
intact as whole leaves but could be easily be blended to a 
powder.  Drying at 500 and 700W occurred in the falling 
rate period only.   

The drying data was successfully analysed through 
the determination of drying rate constants (k) and 
moisture diffusivity values (Deff), and the Verma and 
Jena and Das models best fit the data for leaves dried at 
500W and 700W, respectively. Future work on the 
optimisation of the microwave-drying process will focus 
on the impact of power level on the essential oil content 
of the leaves. 
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Abstract: In 2019, the new definitions of the SI system were announced and adopted.  These new definitions marked a 

substantial change from the previous ones and will have a considerable impact on the realisation of the various units 

and in particular the kilogram. Seven of these units directly relate to the units of measure used in Electrical 

Engineering. This paper will examine the new definitions, how the fundamental units of electrical engineering are 

realised from the definitions, the impact of these changes on the uncertainty of measurement of electrical units and the 

role of the new Volt, Ohm and Ampere in the realisation of the new kilogram. 

Keywords:  Electrical Engineering, electrical units, SI Definitions 

 

1.  Introduction 
The behaviour and relationship between magnetic fields 
B and electric fields E in electrical engineering are 
described by  Maxwell's four equations (Hayt and Buck, 
2006):  
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These four equations form the basis for many 
calculations in electrical engineering for example in 
antenna designs. In three of these equations, the 
constants 0 , the permittivity of free space, and 0  the 
permeability of free space appear. The value of 0  was 
defined for many years as 4π x 10-7 Hm-1 and the value of 

0  was then fixed as ≈ 8.854 x 10-12 Fm-1 via the fixed 
value of the speed of light, and the Equation 2

0 01c   . 
In 2019, new definitions of the Systeme 

International des Unites, or the SI system were 
announced and adopted (CGPM, 2018). These new 
definitions marked a substantial change from the existing 
ones and will also have a considerable impact on the 
realisation of the various SI units. Seven (7) of these 
units directly relate to the units of measure used in 
Electrical Engineering. The constants ε0 and μ0 stable for 
so long, and such a fundamental part of Maxwell's 
Equations, will change from their previously fixed 
values. This paper will examine the new definitions, how 
the fundamental units of electrical engineering are 

realised from the definitions and the impact of these 
changes on the measurement of electrical units. 
 
2. The Systeme International des Unites  
The name Systeme International des Unites or SI system, 
was given at the 11th Conférence Générale des Poids et 
Mesures, (CGPM) in 1960, and is the final attempt (so 
far) to have an internationally agreed set of measurement 
standards and units. Its history is long and interesting and 
well described in the 8th edition of the SI Brochure 
(BIPM, 2006). 

Modern science and engineering measurements and 
results are quoted almost exclusively in SI units.  In trade 
and manufacture, the SI system is somewhat less 
exclusive, especially with older plant and equipment 
where imperial units for example may still be 
encountered.  In fact the existence and contemporaneous 
use of alternative measurement systems has almost led to 
tragedy, as with the Gimli Glider incident in 1983 
(Witkin, 1983) or has led to the loss of expensive 
equipment, such as the Mars Climate Orbiter in 1999 
(Hotz, 1999). 

The SI system is maintained by a system of 
international metrology, administered by the Bureau 
International des Poids et Mesures (BIPM), in France.  
Figure 1 depicts the operational structure of the BIPM, 
under the authority of the Metre Convention.  The BIPM 
and its various committees, are responsible for defining 
units of measurement and for publishing the 'mises en 

pratique', which are the ways to create the various units.  
BIPM committees comprise representatives from large 
national measurement organisations, such as the National 
Institute of Science and Technology (NIST) in the 
United States of America (USA), the National Physical 
Laboratory (NPL) in the United Kingdom (UK), the 
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Physikalisch-Technische Bundesanstalt (PTB) in 
Germany, and of course, the BIPM's own laboratories. A 
full list of the BIPM membership, comprising 60 
Members and 42 Associates, including CARICOM, is 
available from the BIPM's website (BIPM, 2019). 
 
 
 
 
 
 
 

 

 

 
 
 

Figure 1. The Structure of the BIPM 

 
Many of the BIPM members create and maintain 

their own set of measurement standards.  These entities 
are known as Primary Standards Laboratories (PSLs), 
again including the previously mentioned NIST, NPL, 
PTB, BIPM and several others.  The values of their units 
are inter-compared through a process organised by the 
consultative committees of the CIPM. The results of 
these 'key comparisons' as referred to by the BIPM, are 
published, together with the experimental uncertainty 
associated with the published value, in the Key 
Comparison Database (KCDB).  Uncertainty is discussed 
in section 4 of this paper.  

These comparisons form the backbone of 
measurement traceability and is the reason why, for 
example, a 2.5 mm2 British Standard BS6004 electrical 
conductor manufactured in Trinidad and Tobago will 
have the same current carrying capacity as one made in 
Singapore.  

As scientific knowledge increases, new methods are 
discovered to create the various units of measurement.  
The BIPM and the metrology community are continually 
seeking methods which will create units (called the 
realisation) with less uncertainty. When such methods 
are discovered, they are rigorously examined 
internationally over many years, compared with existing 
methods and the existing standards before being 
published by the BIPM as a new  mise en pratique 
(BIPM, 2006).  

Discoveries in quantum physics over the last century 
and vast amounts of validated experimental data, 
presented the BIPM with an opportunity to revise the 
existing SI system. The revision is not going to define 
any new units of measurement or remove any existing 
units, but rather will improve how the current units are 

defined (CGPM, 2018). In particular, the revision 
redefines four (4) of the existing base units, namely the 
Kilogram, the Ampere, the Kelvin and the Mole. 
 
3. Fundamental Units of Electrical Engineering 
The BIPM defines seven (7) base units quantities, 
namely, length, mass, time, electric current, 
thermodynamic temperature, amount of substance and 
luminous intensity (BIPM, 2019). These quantities are 
independent of one another. For example, the quantity of 
electric current does not depend on the quantity of 
thermodynamic temperature.   

To enumerate these quantities, the BIPM defines 
seven (7) base units, the International System of Units 
Units (Liard et al., 2014), called the Metre, Kilogram, 
Second, Ampere, Kelvin, Mole and Candela 
respectively. These units are also, by definition, intended 
to be independent, but in reality are not so in a number of 
instances. For example, the pre-2019 Ampere's definition 
is a relationship between the Kilogram, the Second and 
the Metre as a dimensional analysis would show.  

In addition, there are a number of derived units, 
which are obtained by algebraic combinations (products 
of powers) of base units. For example, the unit of 
pressure, the Pascal, can be expressed in terms of the 
base units as m-1 · kg · s-2.  Where there is no other 
multiplicative factor other than 1, the derived units are 
called coherent derived units (BIPM, 2019). There is a 
very large number of derived (and coherent derived) 
units used to express scientific quantities and the number 
keeps increasing as scientific knowledge expands and the 
need to quantify new measured phenomena arises.   

Twenty-two derived units (meaning derived and 
coherent derived units) have been given names for ease 
of use, for example the previously mentioned Pascal.  In 
addition to the Ampere, Table 1 lists the most frequently 
encountered   coherent    derived   units   encountered   in  
 

Table 1. Frequently Encountered Coherent Derived Units Used  
in Electrical Engineering 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The Metre Convention (1875)

BIPM CIPM
(18 members)

CGPM

Consultative 
Committees

Working 
Groups

Joint 
Committees

60 Members
42 Associates

CARICOM

BIPM Management and Authority

CCEM – Guidelines  for 
implementing  the new SI

© F.Muddeen 2018

Derived Quantity  Derived Unit and 
Symbol 

In terms of other SI 
units 

Base Unit 
Relationship 

Energy  Joule (J)  Nm  22 kgsm  

Power  Watt (W)  1Js   32 kgsm  

Charge  Coulomb (C)  As   As  

Potential Difference  Volt (V)  1WA   132  Akgsm  

Capacitance  Farad (F)  1CV   2412 Askgm   

Resistance  Ohm ()  1VA   232  Akgsm  

Conductance  Siemens (S)  1AV   2312 Askgm   

Magnetic Flux  Weber (Wb)  Vs   122  Akgsm  

Magnetic Flux Density  Tesla (T)  2Wm   12  Akgs  

Inductance  Henry (H)  1WA   222  Akgsm  
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electrical engineering practice, their relationships to 
other SI units (their derivation) and their descriptions in 
terms of the base units. A more complete listing of 
derived units can be found in the BIPM document, the SI 

Brochure (BIPM, 2019). 
 
4. Definitions, Realisations and Uncertainty 
The previous section used the word "define" in the 
description of the units.  Creating a unit of measurement, 
for example an Ampere, involves three (3) things: 

1. A Definition of the unit; 
2. A Realisation of the unit; and 
3. A determination of the Uncertainty associated 

with the realisation of the unit. 
The Definition of a unit is a written description of 

what the unit is in terms of scientific principles and 
physical constants.  The Ampere, for example, prior to 
May 2019, was defined as: 
“The constant current which, if maintained in two 

straight parallel conductors of infinite length, of 

negligible circular cross-section, and placed one metre 

apart in vacuum, would produce between those 

conductors a force equal to 2 × 10-7 Newtons per metre 

of length.” (BIPM, 2006) 
All seven base units have such definitions.  

According to the BIPM (2006), the definition provides " 
a sound theoretical basis upon which the most accurate 

and reproducible measurements can be made." 
The Realisation of a unit is the actual scientific 

method that will be used to create it while satisfying the 
requirements of the Definition.  Physical sciences and a 
significant amount of engineering are required to 
develop a particular realisation. The BIPM publishes its 
recommended method to create the various units in mises 

en pratique. In addition, there generally is more than one 
way to realise a particular definition or the Primary 
Standards Laboratories will each carry out experiments 
according to the mises en pratique or of their own 
derivation.  This creates several 'values' for each unit and 
this is where the third parameter, the Uncertainty, plays 
an important role. 

The Uncertainty of the particular realisation is a 
carefully determined expression of the accuracy 
(closeness to the definition) and precision (repeatability) 
of the method used. A scientific result should always be 
presented together with its uncertainty. For example, 
according to CODATA (2014), the agreed value of 
Planck's constant was  

h = 6.626 0693(11) × 10-34Js [1.7 × 10-7] 
The uncertainty of this value of h, depends on the 

last two significant figures shown in parentheses and is 
given by number in square brackets. That is 0.17 parts 
per million.  

The determination of measurement uncertainty is a 
complex process and generally requires large quantities 
of historical data to enable the essential statistical 

analyses to be done.  For measurements, the BIPM 
document - Guide to the expression of uncertainty in 

measurement (BIPM, 2008) is the internationally 
accepted standard for determining and describing 
measurement uncertainty. 

Therefore, a realisation that can produce a unit with 
an uncertainty of 1 part per billion (10-9), would be better 
than one with an uncertainty of 1 part per million (10-6).  
The current state of the art in realising some of derived 
units that is able to achieve a lower degree of uncertainty 
than the base units from which they emanate (Mills et al., 
2006). The Farad, for example, can be realised using a 
Thompson-Lampard Calculable Capacitor with lower 
uncertainty that can be achieved in the realisation of the 
Ampere. This will be described in Section 6 of this 
paper. 
 
5. The Rationale for Changes to the SI system 
The main problems that lead to the revision of the SI 
system can be identified by a careful examination of the 
definition of one of the base units as a typical illustrative 
example, the Ampere, repeated here for convenience:   
“The constant current which, if maintained in two 

straight parallel conductors of infinite length, of 

negligible circular cross-section, and placed one metre 

apart in vacuum, would produce between those 

conductors a force equal to 2 × 10-7 Newtons per metre 

of length.” (BIPM, 2006) 
This definition can be translated into an equation 

according to electromagnetic theory.  The force per unit 
length developed between two parallel current carrying 
conductors spaced d metres apart, carrying steady 
currents of I1 and I2, respectively, is given by: 
  0 1 2

2
F I I

l d




    (5) 

If both currents are exactly equal to 1 Ampere and 
the separation distance d, is exactly 1 m, then the force 
per unit length is exactly 2 × 10-7  N/m . 

The definition requires a number of conditions to be 
inherently satisfied, namely, that: 
i) The wires must be infinitely long; 
ii) Their diameters must be negligibly small compared 

to d; 
iii) The currents must be exactly 1 Ampere, identical 

and constant; 
iv) The experiment has to take place in a vacuum; 
v) That the separation distance, d, is exactly 1m; 
vi) The constant μ0 in Equation (5) is exactly 4π × 10-7 

N/m; and 
vii) There are instruments available to measure the 

distances, current and force to the required levels of 
accuracy and uncertainty. 

 In practice, conditions (i) and (ii) can be engineered 
to be very close to these requirements by making the 
length and separation distance considerably greater than 
the wire diameter, using for example, coils of very fine 
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wire. Conditions (iii) and (v) depend on the 
instrumentation (i.e., Condition (vii)).  Condition (iv) can 
be obtained but at great expense. Condition (v) requires 
precise measurement of the distance, which in turn 
depends on specialised instrumentation to achieve this. 
Condition (vi) is addressed by defining μ0 to be exactly 
4π×10-7 N/m. In this way knowledge of π to some 
number of significant digits is avoided. Condition (vii) 
includes reference to the part of the definition which 
requires a force measurement, and therefore a 
relationship to the SI unit kilogram. This leads to the first 
problem with the last SI system. 

Problem #1: The kilogram was the only SI base unit 
which depended on a physical artefact. The actual SI 
value of the kilogram has been the value of the 
international prototype kilogram (IPK), a cylinder made 
of a 90%/10% platinum iridium alloy kept in a vault at 
the BIPM in France. Its value has changed minutely over 
time due to handling and micro-deposits of contaminants 
on the surface of the metal so that it isn't really a 
standard in the true sense of the word. 

The realisation of the Ampere is typical of the 
realisation of all SI units.  The engineering and scientific 
complexity required to realise any of them is daunting 
and presents several problems which have to be 
overcome.  In the case of the Ampere, the quantity of 
current is not dependent on any other quantity, however 
the unit of current, that is the realisation of the Ampere, 
depends on the Kilogram and as we will see, the Volt, 
the Watt and the Ohm (Chyla, 2012). 

There are two (2) accepted ways to realise the 
Ampere (Mills et al., 2006).  The first method uses an 
apparatus called a Kibble Balance to compare an 
electrical watt with a mechanical watt.  The second 
method uses realisations of the Volt (V) and Ohm (Ω) 
and the relationship of Ohms Law, V = IR, to calculate a 
value of the Ampere.  

At present, the best realisations of the Ampere use 
the second method and achieve a better uncertainty than 
the Kibble Balance method. This is the second problem 
with the SI system. 

Problem #2: The current state of the art in realising 
some of derived units achieves a better uncertainty than 
the base units from which they emanate. For example, 
despite the fact that the Ampere is an SI base unit it is 
possible to realise other derived units, namely the Volt 
and the Ampere, with better uncertainties. These 
realisations are described in the next section. 
 
6. Realisations of the Electrical Units pre-May 2019 
6.1 The Volt 
Figure 2 shows the Josephson's Junction Schematic. 
When certain materials are cooled below a very low 
temperature called the transition temperature, electrons 
are able to travel throughout the material without 
resistance, a behaviour called superconductivity. A 

particular superconductor can accommodate a maximum 
flow of electrons, called the critical current, before the 
flow begins to exhibit resistance. Brian Josephson 
discovered that when a junction, comprising two (2) thin 
layers of superconductor material separated by a very 
thin layer of insulator, was cooled below the transition 
temperature of the superconductor, a current flowed 
across the insulator (Wikipedia, 2019).  
 
 
 
 
 
 
 
 
 

Figure 2.  Josephson's Junction Schematic 

 
If the junction was deliberately biased with a dc 

voltage Vbias, as shown in Figure 2, such that a 
supercurrent greater than the critical current flows across 
the junction, a very high frequency signal appeared 
across the junction. This is known as the Josephson's 
effect (Warburton, 2011), and the frequency of the signal 
is developed, as given by:  
  

J
1 2

2
e

f V
h

   
 

   (6) 

In Equation (6), h is Planck's Constant and e is the 
fundamental charge on an electron. The ratio 2e/h is 
known as the Josephson Constant KJ. Until the 
redefinition of the SI in 2019, the value, agreed to in 
1990 and denoted as KJ-90, was 483 597.9 GHzV-1.   

More interesting from an electrical engineering 
point of view though is that if the junction is irradiated 
with a magnetic field at harmonic multiples of Jf , then 
the voltage across the junction develops in precise, 
highly stable and predictable integer multiples of KJ and 
is given by: 

  

J
J

J

2 f
V n

K

 
  

     
(7) 

The voltage VJ, is called the Quantized Josephson's 
Voltage, n is an integer, fJ is the frequency of the 
magnetic field radiation. A single junction develops a 
very small voltage, on the order of a few mV, so that in 
order to make a practical voltage source, several hundred 
junctions contained in a cryogenic chamber together with 
complex instrumentation are required. 
 
6.2 The Ohm 
The Lorentz force, dF, exerted on an element of charge, 
dQ, moving through a magnetic field, B, with drift 
velocity v, is given by: 
  dF = dQv × B   (8) 

©F.Muddeen 2019
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If a slab of current carrying semiconductor material, 
is exposed to a magnetic field, the force described by 
Equation (8), results in displacement of electrons in a 
direction perpendicular to both the magnetic field and the 
direction of motion of the charges, indicated by the cross 
product. This displacement produces a voltage across the 
semiconductor and is known as the Hall effect. 

If the semiconductor is cooled below its critical 
temperature and the magnetic field is on the order of 
10T, the resistance across the current carrying channel in 
the direction of the developed Hall effect voltage, 
assumes very stable, discrete values according to the 
following Equation (9): 

 
H 2

H

channel

V h
R n n

I e

       
  

   (9) 

This is known as the Quantum Hall effect and leads 
to the realisation of a very accurate unit of resistance 
(Taylor and Witt, 1989). The ratio (h/e2) in Equation (9) 
is known as the Von Klitzing Constant, RK. The current 
agreed value of the Von Klitzing Constant, denoted as 
RK-90 is 25 812.807 Ohm. 

Like the Josephson voltage standard, the apparatus 
to produce this effect in measurable levels is very 
complex. Besides, like the Josephson voltage standard, 
the Quantum Hall devices can be used to independently 
determine accurate values of h and e. These can then be 
cross compared with those obtained by other methods 
after which an agreed value of h and e is published 
(Stock, 2012). 
 
6.3 The Amp 
The Ampere can be realised indirectly by a device called 
a Kibble Balance (or Watt balance in older usage).  The 
device relates electrical power to mechanical power in 
order to determine Planck's constant, h, in terms of a 
mass traceable to the international prototype kilogram.  
From this determination and a primary realisation of the 
Ohm for example, a very accurate value of the Ampere 
can be calculated.  

A diagram indicating the principles of the Kibble 
Balance is shown in Figure 3.  In essence, the Kibble 
balance, after Bryan Kibble (Robinson and 
Schlamminger, 2016) is a mechanical balance with a 
current carrying coil suspended in a strong magnetic 
field on one arm and a conventional mass pan on the 
other.   

 
 
 
 
 
 
 
 
 

Figure 3. Kibble Balance schematic 

The balancing of the arm occurs in two parts: (i) a 
static balance; and (ii) a dynamic balance. The final 
relationships do not require the knowledge of the field 
strength or the length of the coil. 

For the static balance, a current is passed through 
the coil.  A Lorentz force is developed on the coil which 
is carefully counterbalanced by known masses on the 
other pan. Previously, it was stated that the Lorentz 
force, dF, exerted on an element of charge, dQ, moving 
through a magnetic field, B, with drift velocity v, is 
given by Equation (8). Therefore, the total static force F, 
on the current carrying coil due to the movement of the 
charges in it is found by integrating (8) over the length of 
the coil. 
    BvF dQ               (10) 

Since it can be shown for a current carrying 
conductor that (Hayt and Buck 2006): 
  dQv = IdL              (11) 
then, substituting into             (15) 
    BLF Id                (12) 

For the long conductor in the coil arrangement, it 
can be shown that               (12) reduces to: 
  F = IL × B            (13a) 
               and |F| = BILsinθ             (14b) 

In Equation (13b), θ refers to the angle between the 
field and the coil.  At static balance and with θ = 90°, 
  mg = BIL              (15) 

For the dynamic measurement, the coil is made to 
move through the magnetic field with a constant 
velocity, vcoil.  Because of this, a voltage E, is induced in 
the coil given by: 
  E = LBvcoil              (16) 
Since the coil is the same for both experiments, BL can 
be eliminated from Equations (15) and (12). 
  

I

mg
L B                (17) 

The final equation for I is then: 
  

coil

mg
I

E

   
 

v                (18) 

The value of E is measured with by a very 
accurately calibrated voltmeter traceable to a Josephson 
junction voltage standard.  The mass m, is traceable to 
the international prototype kilogram, g is measured by 
accurate gravimetry experiments, for example by the 
National Research Council (Liard et al., 2014), and vcoil 
by laser interferometers. The Kibble Balance 
measurements are very complicated and have to include 
corrections for gravitational variations due to tidal, earth 
motion and atmospheric effects. They typically run over 
several weeks (Liard et al., 2014). 

Interestingly, the Kibble balance can also be used to 
realise a mass standard in terms of Planck's constant as 
follows (Robinson and Schlamminger 2016). In Equation 

ILF B2

BB

mgF 1
coilE LB v
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Coil made of
length L
conductor

Vertical 
motion with 
vertical 
velocity vcoil
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(17), the current I can be measured by passing it through 
a known resistance R, and measuring the voltage drop E1 
across it. Thus, Equation (17) can be re-arranged as 
follows: 

  1

coil coil

E
E

IE R
m

g g

  
        

    
 

v v
               (19) 

Both E and E1 are measured by calibrated voltmeters 
traceable to the same Josephson junction voltage 
standard voltage, while R is calibrated to a reference 
traceable to a Quantum Hall device resistance standard.  
The mass to Planck's constant relationship is then 
derived as follows. Since E and E1 are both traceable to 
Equation (7) and R is traceable to Equation (9), the factor 
(E1/R) E in Equation (18) turns out to be traceable only 
to integer multiples of h as shown below.   

 
                        (20) 

where n = n1n2n3 is an integer. 

Therefore, from Equation (18), m in kilograms, will 
be calculated in terms of Planck's Constant, h, which has 
an agreed value, the metre and the second, which are 
both SI base units.  Note that the value of h, can itself be 
independently determined from the realisations of the 
Volt and the Ohm as described before.  

The realisations of the Volt, Ohm and Ampere, at 
this point in time ultimately depend on having accurate 
values of h and/or e. This inter-relationship is depicted  in 
Figure 4. The bi-directional arrows indicate that h and/or 
e can either be used in the realisations of the units, or can 
themselves be determined from the accepted current 
values of the units. Whichever of the three (3) units is 
realisable with the lowest uncertainty can be used to 
calculate the other two.  Also to be noted is the presence 
of the Kilogram in Figure 4. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.  Present Volt-Ohm-Ampere Inter-relationships 

6.4 The Farad 
Interestingly, the SI electrical unit which offers the 
lowest realised uncertainty at this time, is the Farad 
(Mills et al., 2006). This uncertainty is achieved through 
a device called the Calculable (Thompson-Lampard) 
Capacitor (Clothier, 1965) and is based on a theorem in 
electrostatics proposed by Lampard (1957).  The theorem 
proved that it was possible to create a capacitor whose 
value was directly proportional to the length of the 
electrodes.  In the specific case of a cylindrical capacitor, 
the theorem states that the capacitance per unit length, C, 
was given by: 
  reFarads/met    

4
2log

2
eC               (21) 

Equation (20) means that if the electrode length can 
be accurately measured using equipment traceable to the 
SI unit of length, then the calculated value of C, will be 
known to the same degree of uncertainty as the metre,    
1 x 10-8  

This low uncertainty has led to the calculable 
capacitor being used as the most accurate method to 
realise the Ohm using a technique proposed by Thomson 
(Thompson, 1968). As discussed before, whichever of 
the three (3) electrical units is realisable with the lowest 
uncertainty will be used to calculate the other two 
(BIPM, 2019). 
 
7. The New Definitions 
The solution declared by the BIPM to the problems 
identified in Section 5 of this paper and other historical 
issues, is to redefine the SI definitions in terms of 
declared fixed values of some universal constants 
(BIPM, 2019). The most significant consequence of the 
new definitions is to remove any future dependence on 
the physical kilogram artefact.  

The following constants are now exactly defined to 
the respective stated values. These are: 
1. the ground state hyperfine splitting frequency of the 

caesium 133 atom ∆v(133Cs)hfs is exactly 9 192 631 
770 Hertz (unchanged), 

2. the speed of light in vacuum, c, is exactly 299 792 
458 metre per second (unchanged), 

3. the Planck constant, h, is exactly 6.626 060 701 5 
×10-34  Joule second (new), 

4. the elementary charge, e, is exactly 1.602 176 634 
×10-19  Coulomb (new), 

5. the Boltzmann constant, kB, is exactly 1.380 649 × 
10-23 Joule per Kelvin (new), 

6. the Avogadro constant, NA, is exactly 6.022 140 76 
x1023  reciprocal mole (new), and 

7. the luminous efficacy, Kcd, of monochromatic 
radiation of frequency 540 ×1012 Hz is exactly 683 
Lumen per Watt (unchanged). 

Note that these values are exact and therefore have no 
uncertainty. The seven (7) SI base units remain the same, 
but because of the above definitions, it will be possible 
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to realise all of them without having to resort to using the 
physical kilogram. Hence, of specific interest to the 
electrical engineering profession are the declaration of 
the elementary charge and Planck's constant as constants.  
These will now have the effect of defining a fixed value 
for the Volt, Ohm and in particular, the Ampere as 
described next. 
 
7.1 The Volt 2019 
The Volt, V, will once again be realised using the 
Josephson effect and the new fixed value of the 
Josephson constant: KJ = 483 587.848 416 984 GHzV-1, 
calculated to 15 significant digits according to Equation 
(1) in the Mise en pratique for the definition of the 
Ampere and other electric units in the SI (BIPM, 2019, 
Appendix 2). This level of accuracy has been achieved 
following many years of deriving the values of e and h, 
for example at NIST (Haddad et al., 2017) and the NRC 
(Wood, 2017).  The 'new' Volt is smaller than the KJ-90 
version by 108.665×10-9 (BIPM, 2019, Appendix 2) 
because of the difference between KJ and KJ-90. 
 
7.2 The Ohm 2019 
Similar to the Volt, the ohm Ω will be realised using a 
Quantum Hall device and the following value of the von 
Klitzing constant RK = 25 812.807 459 3045 Ω.  Like the 
value of KJ, this value has been calculated to 15 
significant digits according to Equation (2) in the Mise 

en pratique for the definition of the Ampere and other 
electric units in the SI (BIPM, 2019, Appendix 2).  The 
'new' Ohm is smaller than the RK-90 version by 
17.793×10-9 (BIPM, 2019, Appendix 2). 
 
7.3 The Ampere 2019 
According to BIPM (2019), the new definition of the 
Ampere is, “The ampere, symbol A, is the SI unit of 

electric current. It is defined by taking the fixed 

numerical value of the elementary charge, e, to be 1.602 
176 634×10-19 when expressed in the unit C, which is 

equal to As, where the second is defined in terms of 

∆vCs.” 
This definition will be realised in one of three (3) 

methods, as follows: 
1) Via Ohm's Law and the realisations of the 'new' Volt 

and Ohm; 
2) Using the relationship A= C/s, the fixed value of e 

and the SI base unit of time, the second; or 
3) Using the relationships I = C·dV/dt, A = F·V/s, the 

'new' Volt, the Farad and the SI base unit of time, 
the second. 

A consequence of this definition is that primary 
standards labs, for example, NIST (Robinson and 
Schlamminger, 2016), can now use the Kibble Balance 
to create a practical realisation of the kilogram. 
 
8. Implications of the Changes for Electrical  

Engineering 

The BIPM clearly indicated that the new SI definitions 
“will be so chosen that at the moment of change the 

magnitudes of the new units will be indistinguishable 

from those of the old units.” (CGPM, 2018) 
There should be no discernable impact to normal 

electrical engineering calculations after the redefinitions 
are implemented, but there will be change.  For example, 
as discussed in the previous section, the new SI 
definitions make it possible to have values for the 
Ampere, Volt and Ohm, calculated to 15 significant 
figures because of these units' relationships to e and h, 
which are now exactly defined and fixed. Of significance 
is that for the first time since it was originally defined, 
the Ampere is not dependent on the kilogram (BIPM 
2019). 

From an Electrical Engineering viewpoint, the 
constants μ0, the permeability of free space and ε0, the 
permittivity of free space, will change from their current, 
fixed values to new experimentally determined ones.  
Because e, h and c will be fixed, the following equations 
will be used to derive μ0 and ε0, respectively: 
  -2

0 2
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and 
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In Equation (21), the symbol α refers to the fine 
structure constant, which is a quantum level, 
dimensionless number, derived from the electromagnetic 
interaction between elementary charged particles such as 
the electron and the proton. According to CODATA 
2014 values, α has the experimentally determined value 
of 7.297352566417×10-3. 

Using the proposed values of e, h and c, μ0 can be 
calculated using Equation (21).  The existing value of μ0 
is 1.2566370614×10-6NA-2 (CODATA 2014). This value 
differs from the new calculated value of 
1.256637062×10-6NA-2 by |1.809×10-9|NA-2. This 
supports the BIPM guiding principle that there should 
not be any drastic change in the defined values of the 
universal constants. We have shown that the calculated 
value of μ0 is not going to be significantly different from 
the current value as to have a noticeable effect in 
electrical engineering calculations.  

One electrical engineering sector which could 
certainly feel the most impact is the calibration industry - 
the manufacturers of standards and calibrators of 
electrical and electronic equipment.  For example, Fluke, 
a manufacturer of high end calibrators, had to make 
drastic adjustments to the performance specification of 
one of their devices, with respect to the newly redefined 
Volt and Ohm.  

According to Gust (2011), the effect of the 1990 volt 
change was approximately 100% of the one year 
specification for DC voltage. While the BIPM have gone 
to great lengths to avoid as drastic a change in going to 
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the 2019 SI revision, there is going to be an impact at the 
cutting edge of electrical metrology and other areas. 
 
9. The Kilogram 2019 
Perhaps the most dramatic and significant change with 
the new version of the SI is the removal of the artefact 
kilogram as the standard of mass.  This standard mass, in 
its various forms, has existed since 1889 and remained 
the only unit still based on a physical object. According 
to (BIPM, 2019), the 'new' kilogram is defined as 
follows: 
“The kilogram, symbol kg, is the SI unit of mass. It is 

defined by taking the fixed numerical value of the Planck 

constant h to be 6.626 060 701 5 ×10-34 when expressed 

in the unit J s, which is equal to kg m2 s-1 , where the 

metre and the second are defined in terms of c and ∆vCs.”  
The most likely practical realisation of this 

definition will be via the Kibble Balance and the 
declared values for e and h and the relationship 
developed in Equation (18).  In fact, in 2012 the BIPM 
published a possible method for doing exactly this and 
described in a paper by Stock (2012). Another possibility 
is through Avogadro's Constant, also declared as fixed in 
the new SI (Stenger and Göbel, 2012) and (Bartl et al. 
2017).  The possible techniques which have the required 
level of uncertainty and repeatability to realise the 
kilogram are described by the Mise en pratique for the 
definition of the kilogram in the SI, in Appendix 2 of the 
9th edition of the SI brochure (BIPM, 2019), but the 
front runner remains the Kibble Balance realisation. 

Figure 5 depicts the New Volt-Ohm-Ampere inter-
relationships. There are two major changes from the 
previous relationship (as illustrated in Figure 4). The first  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5.  New Volt-Ohm-Ampere Inter-relationships 

 

is the one-way arrows following from the now constant 
declared values for e and h, straight through to the 
Ampere.  The second is that the kilogram is now defined 
(the most likely at this time) from the electrical units 
Volt, Ohm and Ampere via the Kibble balance. 

According to the note 5, Appendix 2 of the SI 
Brochure - 9th edition (BIPM, 2019), the value of the 
new kilogram will be the currently agreed reference 
value in order to preserve the international equivalence 
of calibration certificates. 
 
10. Conclusion 
The new SI definitions, which came into effect on May 
20th 2019, have the electrical base unit Ampere and the 
derived units Volt and Ohm, now fixed by declared 
universal constants and therefore inherently stable.  The 
electrical units themselves have now assumed new 
importance in that they will be used in at least one 
method to derive the first non artefact kilogram in 130 
years.  The BIPM took a deliberate decision to minimise 
the effects of the redefinitions and for the most part they 
will succeed.  There may be an impact on high end 
calibration equipment manufacturers. 

This paper gave an overview of the previous and 
new SI system from the perspective of electrical 
engineering units and in so doing described how units 
are created, how traceability works, international 
electrical metrology, measurement uncertainty and the 
level of scientific and engineering effort required to 
maintain a system for the units of measurement. 
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