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Abstract

Knowing the geographical location of an Internet host
is of importance to many of today’s Internet services.
In this paper we focus on geolocating Internet hosts
based purely on latency measurements. Existing la-
tency measurement-based geolocation techniques use
the observed latencies from multiple landmarks to the
target host to determine maximum bound or both the
maximum and minimum bounds of the geographical
region where the target host is located. Due to the
large variance of Internet latency measurements, the
region constrained based on such maximum-minimum
bounds tends to be relatively large resulting in large
estimation errors. We propose a geolocation algo-
rithm, GeoWeight, which improves the geolocation
accuracy by further limiting the possible target re-
gion by dividing the constrained region to sub-regions
of different weights. The weight assigned to a sub-
region indicates the probability of the target being in
that sub-region; a higher weight indicating a more
probable region. By considering latency measure-
ments from multiple landmarks and computing the
resultant weights of overlapping regions a better con-
strained target region can be obtained. This paper
presents the GeoWeight algorithm and evaluates its
performance using both synthetic and real data by ge-
olocating target hosts in North America. We compare
GeoWeight with two popular geolocation techniques,
Octant and CBG, by geolocating the same set of tar-
gets. The results show that the GeoWeight algorithm
outperforms existing techniques.

1 Introduction

Internet host geolocation is an important research
problem that is currently addressed by many research
groups. Internet location information can be lever-
aged to improve the user experience and determine
business strategy. Some uses of such location-aware
systems include geographically targeted advertising
on web sites, automatic selection of language to dis-
play web site content, web content delivery based on
region, credit card fraud detection, and load balanc-
ing and resource allocation between Internet hosts.

Our goal is to develop a scalable and reliable Ge-
olocation technique to locate hosts on the Internet.
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However, what makes this task challenging is there
is no one-to-one mapping between IP addresses and
geographic locations. The dynamic nature of IP ad-
dress assignment makes the host geolocation in an IP
environment even harder. On the other hand, wire-
less domain localization is well addressed [20], as the
transmission characteristics in the air are relatively
regular. Internet host localization is more difficult be-
cause the transmission characteristics on the Internet
are abruptly influenced by factors such as circuitous
route and queueing delay on the routers.

Current measurement-based approaches for geolo-
cation mainly use end-to-end latency measurements
from a set of nodes with known location to the node
to be geolocated. Nodes with known locations are re-
ferred as landmarks and the nodes to be geolocated
are referred to as targets. Based on the observed pos-
itive correlation between latency and distance trav-
elled by data packets, these latency-based geolocation
techniques constrain the estimated location of the tar-
get [18, 13, 23]. These approaches confine the region
where the target is estimated to reside to within a
maximum distance around each landmark. The use
of a constraint for the minimum distance from the
landmark, in addition to the maximum possible dis-
tance, is shown to improve the geolocation accuracy.
Such positive and negative distance factors are devel-
oped based on the maximum and minimum bounds
of the distance to latency relationship. However, the
variability of latency measurements between Internet
hosts yields a significant disparity between the posi-
tive and negative distance bounds. As a result, area
to which the target is constrained using these meth-
ods is relatively large. Refining location information
using additional geographical hints [18, 23] has shown
to improve the geolocation accuracy. The integration
of the underlying network topology information has
been another method considered for improving Inter-
net host geolocation [4].

In this paper, we present a novel geolocation algo-
rithm, GeoWeight, which is based purely on Internet
latency measurements. The GeoWeight algorithm ac-
counts for the possible variability of distance (between
the minimum and maximum possible distances) for
a given latency by assigning weights to sub-regions
within the region constrained by minimum and maxi-
mum bounds. The weights are assinged to sub-regions
to reflect the probability that the target could be lo-
cated in the respective subregion; a higher weight
indicating more probable regions. The weights for
the sub-regions are computed based on the Internet
latency measurements for different distances as de-
scribed in section 4. Latency measurements from
multiple landmarks to the target result in intersect-
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ing regions. GeoWieght algorithm computes a weight
for an intersecting region as the sum of weights of
overlapping regions enclosed in the intersection. The
location of the target is chosen as the centroid of
the intersection region having the highest computed
weight. By assigning weights to sub-regions within
the larger region, the GeoWeight algorithm is able to
constrain the target location to a smaller region than
that was possible from previous approaches, hence re-
sulting in better estimation accuracies for geographi-
cal location.

In this paper we present the GeoWeight algorithm
and also the technique for computing weights for dif-
ferent regions. We evaluate the performance of the
proposed algorithm using simulated and real distance
vs latency data. Through simulation, we specifi-
cally investigate two noise models for latency data, a
Gamma distribution and a Lognormal distribution, to
understand the impact of the noise model on the accu-
racy of the algorithm. We evaluate the performance of
the algorithm by geolocating 60 hosts in North Amer-
ica. The weights for different regions in this case are
computed based on large set of latency vs distance
data we gathered over a month using 50 landmarks
in North America using the PlatnetLab test bed. We
compare our results by geolocating the same target
hosts using two primarily-latency-based geolocation
techniques [23, 13] and the results show that our
technique outperforms both these techniques.

This paper discloses three main contributions.
First, the paper develops a probability model for In-
ternet latency. Second, it presents a novel measure-
ment based geolocation approach, GeoWeight, for In-
ternet host geolocation. Third, it evaluates the per-
formance of GeoWeight and compares it with two ex-
isting measurement based approaches. The results
show that GeoWeight outperforms the existing ap-
proaches in terms of geolocation error, distance be-
tween actual and estimated target locations.

The rest of the paper is organized as follows. Sec-
tion 2 describes related work. The geolocation prob-
lem is formulated in Section 3. Internet latency data
modeling and the GeoWeight algorithm are presented
in Section 4. Section 5 evaluates the geolocation tech-
niques using synthetic and measured data. Finally,
conclusions are drawn and future directions are out-
lined in Section 6.

2 Related Work

Host Geolocation on the Internet is an important re-
search problem that has been addressed by a number
of research groups in the past. One of the intuitive
approaches to host geolocation is a comprehensive IP
tabulation against physical locations which can be
used as a lookup table [16, 2]. However, because of
the large number of available Internet hosts, such an
approach will not scale. Also, a lookup table is dif-
ficult to maintain and keep up-to-date, especially, as
it cannot take into consideration dynamic IP assign-
ment.

Three techniques for geolocation were proposed in
IP2Geo [18]: GeoTrack, GeoPing and GeoCluster.
GeoTrack uses traceroute information from a host to
the target, which contains the list of routers encoun-
tered along the path. Using location hints from the
DNS names of the routers along the path, the loca-
tions of the routers are determined. Of the routers
whose locations are known, the closest one to the tar-
get is selected, and its location is chosen as the target
location. The accuracy of the technique depends on
the distance from the target to the nearest router of
known location. Next, GeoPing works on the assump-
tion that hosts that are geographically close have sim-

ilar network delays with respect to other fixed hosts.
By comparing the ping times to the target from a set
of landmarks or probe machines with the ping times
to a set of nodes at known locations, GeoPing esti-
mates the target location to be the same as that of
the node with known location having the most similar
ping values. Thus, the accuracy of GeoPing is limited
by the distance to the nearest probe. The third ap-
proach, GeoCluster, is a database lookup technique
which groups IP addresses to clusters based on ge-
ographical proximity. This information is combined
with the user registration database from web based
services such as e-mail services. This technique suf-
fers from the general problems related to database
lookup-based approaches, such as reliability, scalabil-
ity and maintainability issues and also unavailability
of the user registration database for public access.

Recent data-mining based approach Structon [5]
is similar to GeoCluster except that it uses pub-
licly available web pages instead of proprietary data
sources in order to extract geolocation information.
Structon uses a three step approach. First, extracted
geolocation information from web pages are associ-
ated with their IP addresses. Then, these mapping
information goes through multi-stage inference pro-
cesses in order to improve the accuracy and cover-
age of its IP geolocation repository of different IP
segments. Finally, those IP segments that are not
covered in the first two steps, are mapped with the
location of the access router with the help of tracer-
oute tool. The accuracy of Structon implementation
on the Internet depends heavily on the accuracy of
extracted geographical mapping information. More-
over, with Structon [5], it is harder to get accuracy
more than in the granularity of city level.

Constraint-Based Geolocation (CBG) [13] uses
ping times from landmarks as a measure of latency.
For each landmark a maximum distance bound for
a given latency is derived using distance-to-ping rela-
tionships observed between landmarks. During geolo-
cation the observed latencies from landmarks to the
target are used to draw circles centered at each land-
mark based on the maximum distance bounds derived
earlier. The target is assumed to reside in the convex
region resulting from the intersection of circles, and
the target location is estimated as the centroid of this
convex region. This technique requires the target to
be geographically well surrounded by landmarks.

Similar to CBG, Topoloy-based Geolocation
(TBG) [4] computes the possible location of the target
as a convex region. In TBG, the maximum distance
bound is obtained based on the maximum transmis-
sion speed of packets in fibre which gives a conser-
vative estimate of the possible region. This region is
further refined using inter-router latencies along the
path from the target to the landmark, obtained from
the traceroute command. The final target location
is obtained through a global optimization that min-
imizes average position error for the target and the
routers.

A more recently proposed measurement-based
technique for geolocation is Octant [23]. In contrast
to other constraint based approaches that only limit
the area where the target may be located, Octant
also identifies areas where the target may not be lo-
cated based on observed latencies (referred to as neg-
ative constraint). Octant expresses such information
by considering two circles corresponding to the maxi-
mum and minimum distances from each landmark to
the target which constrains the possible geographical
area where the target may be located. Each land-
mark fits a convex hull to all of its delay-to-distance
data points with other landmarks. Upper and lower
facets of the convex hull correspond to the maximum
and minimum distance bounds. Different weights are
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assigned to different geographical areas based on the
number of intersections (higher weights assigned to
larger numbers of intersections). The final estimated
region is the union of all regions, where the weight
exceeds a desired weight or the region size exceeds a
selected threshold. A Monte-Carlo algorithm is ap-
plied to pick the best single point location from the
final estimated regions. These estimated regions in
Octant often end up being disconnected parts. In
contrast, it is highly unlikely with GeoWeight. As
in GeoWeight the maximum (positive) and minimum
(negative) distance bounds are divided into different
weighted regions. Octant uses geographical and de-
mographical constraints to improve the localization
accuracy beyond its measurement-only solution.

In addition to the above cited references [10, 17,
24, 12] also discuss Internet host geolocation. Other
relevant research which includes geographic proper-
ties of routing [21], delay prediction or distance esti-
mation between Internet nodes [6, 22, 15, 11, 19] and
exploring nearby servers [14] have also contributed
to the area of host geolocation.

GeoWeight differs from other measurement based
approaches because it uses a weighted model for
latency-to-distance measurements to estimate the tar-
get location.

3 Problem Formulation

This section presents the problem statement for Ge-
oWeight.

3.1 Problem Statement

The problem considered here is the geolocation of a
target H. Let us denote the unknown position P0
of the target in terms of its latitude and longitude
(lat0, lon0).

Suppose that {L1, L2, . . . , LN} be a set of N land-
marks. Let (lati, loni) be the latitude and longitude
of the ith landmark Li. We carry out geolocation us-
ing latency measurements from the N landmarks to
the target. Let ti = {ti,j}ni

j=1 be the set of ni latency
measurements from landmark i to the target. We
denote the cumulative set of all measurements from
landmarks to the host by: t1:N = {t1, t2, . . . , tN}.

Our goal is to estimate the location P0 of target H
using measurements t1:N . We denote the estimated
location of the target by P̂0.

Then the geolocation error ε is defined as,

ε = dist(P0, P̂0) (1)

where dist(Px, Py) represents the geographical dis-
tance between position Px and Py.

3.2 The Latency Model

Considering that Internet data packets in the major-
ity of the cases travel through optical fibres, the min-
imum latency between two nodes that are a distance
d apart can be given by,

tmin(d) = d/cfibre (2)

. Here cfibre is the maximum transmission speed of
data through the fibre, which is approximately 2/3
the speed of light [13]. As we show later, the latencies
observed in real world Internet traffic are significantly
higher than this lower bound due to factors such as
router congestion. Thus, the observed latencies are
modeled as,

t(d) = tmin(d) + E(d) (3)

where t(d) is the observed latency for distance d and
E(d) is a noise term that accounts for network delays
in the real measurement.

4 The GeoWeight Algorithm

This section presents the GeoWeight algorithm.

4.1 Initial Observations

Figure 1(a) shows a plot of the distance vs latency
(approximately 150,000 data points) gathered on the
PlanetLab test bed using 50 PlanetLab nodes in
North America as landmarks. The Internet Control
Message Protocol (ICMP) [3] ping delay between
landmarks was used as the measure of latency. More
details of the experimental setup is described in sec-
tion 5.2.1. The solid line below the data points in
figure 1(a) shows tmin(d) given by equation 2. Fig-
ure 2 shows the histogram of observed distances for
a given latency range (90.05 ms-100.00 ms). In order
to ascertain the observation of our PlanetLab dataset
we also analyzed the dataset collected by iPlane [1]
during same period. This dataset is based on latency
measurements, shown in figure 1(b), between their 68
landmarks which similar to our landmarks are spread
around North America.

Following are five characteristics observed from
this data (figure 1(a) and 1(b)):

• The minimum latency observed is higher than
the theoretical minimum given by the equation
2.

• There is a positive correlation between latency
and distance.

• A simple linear or non-linear relationship is not
apparent in the data set - the data in noisy as
described by equation 3.

• Although an upper bound on distance for a given
latency is apparent, a lower bound is not appar-
ent. This is the case even for the data analyzed
on a per landmark basis.

• For a given latency (or a latency range), some
distances are more probable than other distances
(Figure 2).
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Figure 1: Distance-latency relationship (a)between
50 PlanetLab Landmarks (b)between iPlane dataset
landmarks. The straight line below the data points
shows delay to distance relationship according to
equation 2

4.2 Existing Techniques

The current latency based approaches for target ge-
olocation attempt to take into consideration the first
four of the above observed characteristics of the dis-
tance to latency relationship.
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Figure 2: Histogram of distances for latency range
90.05-100.00 ms in the PlanetLab dataset

The CBG [13] technique uses the maximum dis-
tance bound in order to constrain the target location.
Based on the observed latency from a landmark, the
target location is constrained to the circular region
around the landmark based on the upper bound of
distance. Considering latency measures from multi-
ple landmarks, the region of the target is considered
as the convex region with maximum number of inter-
secting regions. The centroid of this convex region
is estimated as target location. Figure 3 shows an
example of the CBG approach for the case of a target
being geolocated using three landmarks. As the fig-
ure shows, the CBG approach rightfully constrained
the target inside the convex region based on the max-
imum distance bound. However, the drawback of this
approach is the relatively large area the target is con-
strained to, around the landmark, due to considering
only the maximum distance bound. This results in a
relatively large final target region, hence potentially
large geolocation errors.

Figure 3: CBG Example

The Octant [23] approach improves the CBG ap-
proach by considering negative constraints. This
technique defines the maximum-bound of distance as
a positive constraint, within which the node must lie
and a negative constraint, which indicates a minimum
distance from the landmark where the target is con-
strained not to be present. Figure 4 shows an exam-
ple of Octant approach for the case where a tagert
is geolocated using three landmarks. Compared to
the CBG approach, Octant reduces the possible tar-
get region size with the help of negative constraints.
However, the latency vs distance measures we gath-
ered show that the lower bound of distance for a given
ping time is not apparent. As a result, constrained
region produced by this technique could still be large
resulting in high geolocation errors.

4.3 GeoWeight Approach

In addition to the first four characteristics of the dis-
tance to latency relationship identified in section 4.1,

Figure 4: Octant Example

the GeoWeight algorithm takes into consideration the
fifth characteristic of the distance-latency relation-
ship; for a given latency, some distances are more
probable than other distances. The GeoWeight algo-
rithm uses this characteristic to constrain the possible
region of the target to a smaller region than that was
possible in the previous approaches as we describe
below.

Let tx be an observed latency from an arbitrary
landmark. Based on the distance-latency relationship
let dmin

x and dmax
x be the minimum and maximum

possible distances for tx. Consider the distance range
from dmin

x to dmax
x is divided to Nx,d number of equal

sized distance bins. The j-th bin, (j = 1, 2,....Nx,d),
covers the distance range from dmin

x,j to dmax
x,j given by,

dmin
x,j = dmin

x + (j − 1)(dmax
x − dmin

x )/Nx,d

dmax
x,j = dmin

x + j(dmax
x − dmin

x )/Nx,d

Let wx,j be the weight for the j-th distance bin cor-
responding to tx. The weight wx,j represents the
probability of the distance being in the range dmin

x,j

and dmax
x,j for the observed latency tx. The details of

weight computation will be described in section 4.4.
For a given latency tx, the GeoWeight algorithm

considers Nx,d number of regions around the land-
mark, with the j-th region having distance bounds
[dmin

x,j , dmax
x,j ] and a weight of wx,j . The latency mea-

surements from multiple landmarks will result in in-
tersecting regions, with different numbers of overlap-
ping regions in each intersection region. The final
weight for each intersection region is computed as the
sum of weights of intersecting regions. The region of
highest weight is considered as the constrained region
of the target and the centroid of the region is esti-
mated as the target location.

We simplify the generic algorithm presented above
by considering the minimum distance, maximum dis-
tance and the number of distance bins to be the same
for any latency, i.e,

dmin
x = Dmin

dmax
x = Dmax

Nx,d = Nd

where Nd is the number of distance bins for any la-
tency under consideration and Dmin and Dmax are
the minimum and maximum possible distances for
the geolocation scenario. For example, in section
5, where we evaluate our algorithm, the considered
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Table 1: An example weight table for GeoWeight
Ping Time 0-250(km) 250-500 (km) 500-750 (km) 750-1000 (km)

100 0 0 0.2 0.8
35 0.2 0.6 0.2 0
15 0.7 0.2 0.1 0

Dmin and Dmax for the geolocation scenario are set
such that it covers the whole of the North-American
region. The only implication of the above simplifica-
tion is some distance bins having a weight of 0 due
to these distance ranges not being probable for the
particular latency.

Figure 5 illustrates an example of the GeoWeight
algorithm for a geolocation scenario with latency mea-
surements from three landmarks. In this example the
observed latency measures from the three landmarks
L1, L2 and L3 are 100, 35 and 15 ms respectively.
Table 1 shows the computed weights for the three la-
tencies for different distance regions considering four
(Nd = 4) equidistant bins in the distance range 0-1000
km (in this example, Dmin = 0, Dmax = 1000).

Figure 5: GeoWeight Example

Figure 5 shows the four regions (Nd = 4) with dif-
ferent weights around each landmark in form of cir-
cles. These circles overlap with each other and the
weight of each intersection region is computed as the
sum of weights of the overlapping circles in the inter-
section region. For clarity, figure 5 does not show
weights of all regions.

In this example, the region of maximum weight has
a weight of 2.1 (0.8 + 0.6 + 0.7) and the final target
location is selected at the centroid of this region as
shown in figure 5.

4.4 Weight Computation

This section describes how the weights for the dif-
ferent distance regions are computed. As mentioned
before, the weight for a distance range for a given la-
tency is the probability of the distance being in the
range for the given latency.

Consider a latency vs distance data set gathered
from Internet measurements covering a distance range
Dmin to Dmax. Let Tmin and Tmax be the minimum
and maximum observed latencies. Consider this dis-
tance range and the time range divided to Nd and Nt

Table 2: Weight computation example: the number
of observed measurements for different time and dis-
tance ranges are shown in the table

(0-500)km (500-1000)km (1000-1500)km (1500-2000)km
(0-10)ms 100 25 0 0
(10-20)ms 15 120 35 0
(20-30)ms 12 52 95 12
(30-40)ms 5 23 126 32
(40-50)ms 2 10 24 68
(50-60)ms 0 5 12 128
(60-70)ms 0 12 21 45

Total 134 247 313 285

equidistant bins respectively. Let cij be the number
of data point corresponding to the i-th time and j-th
distance bin.

Table 2 shows an example of delay and distance
bins. In this example, Tmin = 0, Tmax = 70, Dmin =
0, Dmax = 2000, Nd = 4 and Nt = 7.

Each row represents the distance bins correspond-
ing to a single time bin. Each column represents
the time bins corresponding to a single distance bin.
Each cell of the table shows the number of data points
within a given time-distance bin.

Since the latency measures are collected for spe-
cific distances (i.e. inter landmark distances), even
if the same number of latency measurements is gath-
ered for each distance, the total number of distances
represented in each distance bin will vary between dis-
tance bins as shown in table 2. Therefore, the first
step in computing the weights is the normalization
across distance bins by dividing the number in each
distance-latency cell by the total number of measure-
ments for the particular distance bin. The normalized
distance-latency NRi,j are given by,

NRi,j = ci,j/

Nt∑

i=1

ci,j (4)

The final weight for each cells is computed by nor-
malizing across the latency bin, given by,

wi,j = NRi,j/

Nd∑

j=1

NRi,j (5)

where wi,j is the weight of ith latency bin of jth dis-
tance bin which is the probability of the distance re-
gion [dmin

j , dmax
j ] given the observed latency is in the

range [tmin
i , tmax

j ].
In the example shown in table 2, considering the

bin i = 1 and j = 1, NR1,1 = 100/134 (0.74), NR1,2

= 25/247 (0.10), NR1,3 = 0/313 (0) and NR1,4 =
0/285 (0). The sum of normalized weights S1, (0.74
+ 0.10 + 0 + 0) = 0.84. Therefore w1,1 = NR1,1/S1

= 0.88, w1,2 = NR1,2/S1 = 0.11, w1,3 = NR1,3/S1

= 0, w1,4 = NR1,4/S1 = 0.

5 Evaluation

This section presents the results of the experiments
we conducted to evaluate our algorithm. We evalu-
ated GeoWeight using simulated data as well as real
Internet data. We also compared GeoWeight with two
existing techniques; Octant and CBG. The results are
presented in sections 5.1 and 5.2 respectively.

5.1 Evaluation based on Simulated Data

We conducted experiments using latency measure-
ments simulated based on the latency model pre-
sented in section 3 using two different probability
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models for noise. The aim of these experiments was
to:

• Determine the optimum values of Nd and Nt for
the algorithm.

• Evaluate the algorithm for known noise models.

The results of these experiments are presented in
the following sections.

5.1.1 Experiment 1: Determining Nd and Nt
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Figure 6: Performance of GeoWeight with different
time and distance bins combination in noise free case

The GeoWeight algorithm considers finite size bins
for distance and time for weight computation. As
a result, when latency measures from multiple land-
marks is considered, even for the noise free case, Ge-
oWeight produces region of maximum weight as op-
posed to a single point. Therefore, the GeoWeight al-
gorithm will not result in a zero geolocation error even
for the noise free case, unlike distance based trian-
gulisation that would give a zero error. The accuracy
of the GeoWeight algorithm will depend on bin size.
Smaller bin sizes will result in lower errors provided
the weight for the bin can be computed accurately.
However, the accuracy of weight computation will be
limited by the number of available measurements for
a distance-time bin. Therefore the resolution of the
distance bins will be determined by the number of dis-
tances in the data set. Similarly the number of data
points for a distance bin will determine the resolution
of the time bins. Thus, the goal of this experiment
was to investigate the best possible bin sizes (deter-
mined by the number of time bins(Nt) and number
of distance bins (Nd)) to be used for computing the
weights.

In this experiment, we use simulated latency data
generated for the 1200 inter landmark distances in our
data set with 1000 data points for each distance. We
consider the noise free case (equation 2) where the
distance to latency relationship is linear. We estimate
the geolocation error (ε) by varying Nt and Nd. We
geolocate 60 targets using 50 landmarks. The location
of the landmarks and the targets are the same as our
real landmarks and targets locations as described in
section 5.2.1.

Figure 6 shows the median geolocation error re-
sults of three distinct values of Nt for Nd in the range
of 10-150. The figure shows results of only three Nt
for simplicity. As the figure shows [(Nt, Nd)=(110,
110)] combination resulted in the lowest median ge-
olocation error distance . Therefore, [(Nt, Nd)=(110,

110)] is used for weight computation in the subse-
quent experiments.
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Figure 7: Median geolocation error as a function
of variance for GeoWeight and Octant with Gamma
noise distribution with mean = 5
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Figure 8: Median geolocation error as a function of
variance for GeoWeight and Octant with Lognormal
noise distribution with mean = 5

5.1.2 Experiment 2: Evaluation of Ge-
oWeight

The goal of this experiment was to investigate the
impact of different noise models on the geolocation
error (ε). We also compare our algorithm with Oc-
tant’s measurement-only solution for the different
noise models.

In this experiment we investigated two different
noise models: lognormal and gamma distribution.
These two distributions were chosen because of their
skewed and non-negative properties [8], similar to
our real data set. Moreover, previous study [9] found
lognormal characteristics in the Internet latency dis-
tribution. However, we acknowledge that these noise
models do not accurately models the observed laten-
cies. The experiments are to identify the behavior of
the algorithm and understand the theoretical limits
of accuracy of our algorithm.

The probability distribution function of the
Gamma distribution is given by:
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p(t|a, b) =
1

baΓ(a)
ta−1exp

−t
b

where a, b are the parameters of the distribution. The
mean m and the variance v are given by,

m = ab (6)
v = ab2 (7)

The probability distribution function of the Log-
normal distribution is given by:

p(t|µ, σ) =
1

σt
√

2π
exp

−(ln(t)−µ)2

2σ2

The mean m and the variance v are given by,

m = eµ+σ2/2 (8)

v = (eσ2 − 1)e2µ+σ2
(9)

where µ, σ are the mean and the standard devia-
tion of the corresponding normal distribution.

We generated the weight matrix using simulated
distance-latency data for the 1200 inter landmark dis-
tances using the noise model. Similar to experiment
1, we geolocated 60 targets using 50 landmarks to
evaluate the performance of GeoWeight. The latency
measures from the landmark to the target were also
generated using the same noise model. We computed
the median geolocation error by varying the mean and
the variance of noise. We also computed the geolo-
cation error of the Octant algorithm for these noise
models. The measurement-only step of Octant algo-
rithm was implemented using the algorithm details
provided in [23].

Figure 7 and 8 show the median gelocation error
for GeoWeight and Octant for different noise vari-
ances for Gamma and Lognormal noise distributions
respectively. The mean value of noise is chosen to be
5 in each case. We have run the experiment for dif-
ferent values of mean but did not observe significant
differences in the results for GeoWeight and Octant.
Thus, for clarity figure 7 and 8 only show the case
of m = 5.

For both noise models, it is evident that the me-
dian geolocation error increases with the increase in
noise variance as expected. The rate of increase is
higher for Octant than GeoWeight which shows that
the geolocation error of Octant is more sensitive to
noise than GeoWeight. This is due to the increase in
the difference between the maximum and minimum
distance bounds for higher noise variances. This re-
sults in a large bounding region for Octant whereas
GeoWeight accommodates this difference by dividing
the region to small regions of different weights.

5.1.3 Experiment 3: The impact of the num-
ber of landmarks

In this experiment we investigate the impact of the
number of landmarks on the geolocation error dis-
tance ε. In each experiment we select a random sub-
set of the 50 landmarks, and we use this subset to
geolocate the 60 targets.

Figure 9 shows median geolocation error as a func-
tion of the number of landmarks for Gamma and Log-
normal noise distributions. The noise mean and vari-
ance were chosen to be 4 and 16 respectively. It can
be seen that the geolocation error decrease with the
increase in the number of landmarks. This is because
higher number of landmarks allow to better constrain
the target region since the intersection regions end up
smaller.
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Figure 9: Median geolocation error as a function of
the number of landmarks for Gamma and Lognormal
noise distributions with m = 4 and v = 16.

5.2 Evaluation on Real Data

This section evaluates GeoWeight by geolocating real
targets on the Internet.

5.2.1 Experimental Setup

Our experimentation was carried out on PlanetLab
(www.planet-lab.org), which is an experimental
test bed on the Internet. We collected latency data,
generated via ping tool, from PlanetLab nodes con-
sisting of 50 landmarks in North America. The
location of the landmarks is shown in figure 10.
North America covers large geographical area and
possesses substantial number of users, hosts and net-
work connectivity of the Internet. Thus, we believe
the methodology that we developed in this paper is
notable even though we limited our scope to North
America. However, the delay-distance relationship
may vary based on different geographical location.

Figure 10: Location of the chosen landmarks

The latency data between landmarks were col-
lected over a period of one month, from September
23, 2008 to October 25, 2008. Over this period, we
executed a script, on each landmark, which gener-
ated ping commands originating from this landmark
to every other landmark. At a given time, the origi-
nating landmark performed a three data packet ping
to a selected destination landmark followed by a two
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minute pause. Then the process continued with a
new destination. After cycling through all destina-
tion landmarks the process was repeated. From the
three observed ping times, the minimum ping time
was chosen as the measure of latency for modelling
purposes.

The full dataset we gathered consists of approxi-
mately 150,000 distance-latency measurements. Al-
though we used 50 landmarks, equal number of mea-
surements were not available for each landmark due
to certain ping commands not successfully completing
from these PlanetLab nodes during the measurement
collection period. The inter-landmark distance in the
data covers the range 0.5 km - 4331 km. This data
set was used for computing the weights.

During the same period, we also gathered latency
data from 50 landmarks as described above to 60 tar-
gets in North America. None of our targets was in
the same domain as the landmark. This data set was
used for geolocating the targets.

5.2.2 Experimental Results

We first computed the weights wij for the GeoWeight
algorithm using the latency measurements between
the 50 landmarks. We then geolocated the 60 targets
using latency measurements to these targets from the
50 landmarks by choosing one random ping time from
each landmark. We geolocated each target four times
each time selecting a single random ping time from
the data set for each landmark (ni = 1).

Figure 11 shows the cumulative distribution of the
mean geolocation error for GeoWeight, Octant and
CBG. First of all, since Octant’s implementation of
the published algorithm was not available to us, we
implemented the latency measurement based geoloca-
tion step of the Octant algorithm. We did not include
the additional optimizations of the Octant algorithm
since our goal is to compare with the measurement-
only geolocation approach. The maximum and min-
imum distance bounds in this case were computed,
per landmark basis, using the latency data gathered
between PlanetLab landmarks. We geolocated the
same 60 targets with GeoWeight and Octant using
our latency measurements. Figure 11 shows the cu-
mulative geolocation error distribution of GeoWeight
and Octant (our implementation) in solid and dotted
line respectively. The median geolocation error for
GeoWeight is 44 km and for Octant is 456 km.

Octant error is significantly higher compared to
the published results in [23]. This we believe is
due to two reasons. First, Octant approach is based
on minimum and a maximum distance bounds for a
given latency. However, with both the PlanetLab
(figure 1(a)) and iPlane (figure 1(b)) dataset we
have not seen a clear minimum distance bound of
distance-latency relationship, even for per landmark
basis. The lack of a minimum distance bound is fur-
ther confirmed in [7] based on their dataset. The
lack of a minimum distance bound results in a larger
constraint region, resulting in higher error. Second,
in the published work [23] Octant used different op-
timization techniques. Since our goal is to compare
the geolocation approaches based purely on latency
measurements we did not include such optimization
techniques in either algorithm. This gives a fair com-
parison between the approaches. However, the addi-
tional optimizations used by Octant can also be in-
corporated into our algorithm.

We also geolocated the same 60 targets by Octant
and CBG using the geolocation service provided by
the authors of Octant [23]. This service is available
at: http://www.cs.cornell.edu/~bwong/octant/
query.html. Median geolocation errors of Octant
and CBG by the service provided by the authors of

[23] are 216 km and 506 km respectively. Figure
11 shows the cumulative geolocation error distribu-
tion of Octant and CBG obtained from this service
in dash and dash-dotted line respectively. We ge-
olocated each target three times and the geolocation
error shown in figure 11 is the minimum of the three
values. This geolocation service uses supplementary
constraints such as geographical and demographical
hints in addition to latency measurements to refine its
estimates whereas our implementation of Octant does
not use any such optimization technique. We believe
that this is the reason for the observed differences
of geolocation error between our implementation of
Octant and the implementation provided by the au-
thors. Extra geographical and demographical hints
significantly improved Octant’s accuracy and this ob-
servation is aligned with the description in [23]. The
median and mean estimation errors for the three ap-
proaches are listed in table 3.

0 500 1000 1500 2000 2500 3000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Geolocation Error in km

C
um

ul
at

iv
e 

pr
ob

ab
ili

ty

 

 

GeoWeight
Octant Our Impl.
Octant
CBG

Figure 11: Cumulative distribution of geolocation er-
ror distance for GeoWeight, Octant and CBG
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Figure 12: GeoWeight’s performance with real data
with different number of landmarks

We then investigated the impact of number of
landmarks on the performance of GeoWeight. This
experiment used a randomly chosen subset of land-
marks which were used to geolocate the 60 targets.
Figure 12 shows the box plot of geolocation error
as a function of the number of landmarks. Figure
12 shows the accuracy increases with increase in the
number of landmarks. However, it is to be noted that
even with a smaller number of landmarks GeoWeight
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Table 3: The mean and median geolocation error
(rounded to the nearest kilometer) for GeoWeight,
Octant and CBG approaches

GeoWeight Octant Our Imp. Octant CBG
Mean (km) 170 541 396 749
Median (km) 44 456 216 506

still performs better than existing approaches (Table
3).
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Figure 13: GeoWeight’s Performance with multiple
ping times

Finally, we investigated the impact of number of
measurements, ni, between each landmark and target
pair on the geolocalization error of GeoWeight.

Figure 13 shows GeoWeight’s performance for dif-
ferent values of ni. The mean and median geolocation
error for 60 targets using 50 landmarks is shown in
figure 13. The experiment was repeated four times
and the error-bars display the standard deviation of
these four results.
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Figure 14: Distribution of latency between Boston
University and University of Chicago

It is observed that there is no significant difference
in the observed error based on ni. In our dataset, we
have observed that for a given landmark-target pair
most of the ping times observed are similar with some
outliers as shown in the histogram in figure 14, which
could explain why ni does not have an impact on the
geolocation error.

6 Conclusions

In this paper, we have presented GeoWeight, a novel
latency-based geolocation algorithm. GeoWeight is
based on a probability model for Internet latency
computed from observed latencies for different dis-
tances. We validated GeoWeight with simulated and
real Internet data using PlanetLab as a test bed. The
results show that GeoWeight outperforms existing ap-
proaches such as CBG and Octant. GeoWeight was
able to geolocate 60 targets in North America using
50 landmarks with a median geolocation error of ap-
proximately 44 km. This geolocation approach was
based purely on latency measurements as opposed
to the existing techniques that supplement the la-
tency data with geographical constraints in order to
increase their accuracy.

As our future work we are investigating better
probability distributions for Internet latency data
which can capture the behavior of noise in latency
on a per landmark basis. One initial investigations
have focussed on the Levy distribution which have
shown promising results.
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