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Abstract

We consider directed graphs with an upward planar
drawing on the plane, the sphere, the standing and
the rolling cylinders. In general, the drawings allow
complex curves for the edges with many zig-zags and
windings around the cylinder and the sphere.

The drawings are simplified to polyline drawings
with geodesics as straight segments and vertices and
bends at grid points. On the standing cylinder the
drawings have at most two bends per edge and no
windings of edges around the cylinder. On the rolling
cylinder edges may have one winding and five bends,
and there are graphs where edges must wind. The
drawings have a discrete description of linear size.
The simplifications can be computed efficiently in
O(7n?) time, where 7 is the cost of computing the
point of intersection of a curve and a horizontal line
through a vertex. The time complexity does not de-
pend on the description complexity of the drawing
and its curves, but only on O(n3) sample points.

1 Introduction

Graph drawing is mostly concerned with the problem
to map a graph in the plane. The objective are nice
drawings which shall be constructed by efficient algo-
rithms. Such a map assigns the vertices of a graph to
distinct points. The edges are simple Jordan curves
between the endpoints. Hence, graph drawing realizes
a transformation from a topological into a geometrical
structure.

The task of drawing a graph consists of two
phases: placement and routing. Often both phases
are merged, particularly, for straight-line drawings.
These drawings are completely described by the
placement of the vertices. Moreover, there are poly-
line drawings with straight-line segments, which are
used e.g. in the hierarchical approach for directed
graphs or in orthogonal graph drawings, see [12, 22].
These drawings have a discrete description, which is
given by the points for the vertices and the bends.
More complex curves are used in a postprocessing
phase, where bends of polylines are smoothed by
splines [15] or spiral segments [2].
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The full generality of Jordan curves is used in the
definition of planar graphs and plane drawings. A
drawingl'( G) of a graph G is plane if it is one-to-
one on the vertices and the curves of distinct edges
are disjoint except at common endpoints. What does
this really mean? How complex are the curves? This
question has rarely been addressed, since mostly the
curves are simplified. For effective computations the
curves must have a finite description, which is given
by a complete listing, a program or a Turing ma-
chine. However, the full description may be very long
and may exceed the size of the graph by any (super-
exponential) bound. Such a complexity would be out
of scope for graph drawing.

For planar (undirected) graphs it is well-known
that all curves can be straightened. This was proved
by Steinitz and Rademacher [30], Wagner [32] and
Stein [29] using the one-to-one correspondence be-
tween (triconnected) planar graphs and the mesh of
convex polyhedra. An alternative proof by Fary [18]
uses induction and is based on the fact that the outer
face of a triangulated planar graph can be drawn as a
straight-line triangle. This proof can be implemented
by an O(n?) algorithm, since it uses separating trian-
gles. These investigations were finalized by de Frays-
seix, Pach and Pollack [11] and by Schnyder [28] who
showed that every planar graph has a straight-line
grid drawing of O(n?) area, which can be computed
in O(n) time.

Directed graphs are most commonly drawn as hi-
erarchies using the approach introduced by Sugiyama
et al. [31]. This drawing style produces polyline draw-
ings and transforms the edge direction into a geomet-
ric direction: all edges point upward if the graph is
acyclic. If graphs have cycles then there is a unidirec-
tional representation on the rolling cylinder. Roll the
cylinder and so follow the direction of the edges. This
drawing style is a particularity of the rolling cylinder.

The combination of upward and planar leads to
upward planarity. A graph is upward planar or an
up-graph if it can be drawn in the plane such that
the edges are monotonically increasing in y-direction
and there are no edge crossings. up-graphs were stud-
ied intensively; for a comprehensive study see [12].
They were characterized as the spanning subgraphs
of planar st-graphs [13, 23], which are directed acyclic
graphs with a single source s and a single sink ¢ and
an (s,t) edge.

Concerning the curve complexity up-graphs are
simple, too, since they admit straight-line upward pla-
nar drawings. This can be proved by Féry’s [18] in-
ductive technique. On the other hand, straight-line
upward planar drawings may require an area of ex-
ponential size [14], whereas there are upward polyline
drawings on quadratic area with at most two bends
per edge [13].
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Figure 1: st-K3 2 on the standing cylinder

Drawing graphs has also been considered on other
surfaces, such as the sphere [21] and the torus [27],
and there are 3D approaches, see [22]. In particular,
upward planarity has been generalized to the sphere
and the standing cylinder using a solid in R® and
a fixed embedding of the respective surface which is
used as the canvas for the drawing. The respective
classes of upward planar graphs were studied sepa-
rately by Hashemi et al. [16, 20, 21] and by Hansen
[19] and Limaye et al. [24, 25].

For upward planarity the surfaces of genus zero no
longer coincide: the plane is weaker than the sphere
or the standing cylinder. A counterexample is the st-
K o graph consisting of the complete bipartite K o
with a source and a sink, see Figure 1 and [13, 23].
The (s, t)-edge makes the distinction in the character-
ization. The upward planar graphs on the sphere [20]
and on the standing cylinder [24] were characterized
as spanning subgraphs of acyclic planar graphs with
a single source and a single sink. This implies that
the respective classes of graphs coincide.

Recently, Auer et al. [1] introduced a universal
approach towards upward planar drawings defining
the upward direction by a vector field on an arbi-
trary surface. This approach gives raise to a general
classification of upward planarity including spherical,
cylindrical, rotational and toroidal. These come from
the sphere, the standing and rolling cylinders and the
torus with the homogeneous field on the respective
surfaces. Here, graphs with a planar upward drawing
on a standing and a rolling cylinder were character-
ized in terms of upward drawability in the plane with
a radial and a cyclic field for the upward direction,
and the coincidence of upward planarity on the sphere
and the standing cylinder was formally established.

Upward planar drawings are related to level
planar graphs, where each vertex is assigned to
a fixed level and the edge direction is given by
the numbering of the levels. Level planarity is an
important topic in graph drawing [22]. In the plane
the levels are horizontal lines. On the standing
cylinder and the sphere the levels are latitudes. This
is equivalent to concentric circles in the plane [2, 5],
which is the view on a standing cylinder or a sphere
from below. On the rolling cylinder the levels are
horizontal lines, which form a recurrent hierarchy
[31], where there are k levels which are numbered
modulo k. Such drawings were recently investigated
in depth in [3, 4, 6, 7].

In this work we focus on the simplification of up-
ward planar drawings on the standing and rolling
cylinders. We call them sup- and rup-drawings of
sup- and rup-graphs. Our goal are polyline drawings
with geodesics as straight segments and vertices and
bends at grid points. Then the drawings are com-
pletely specified by the positions of the vertices and
the edge bends.
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Initially, the edges are arbitrary Jordan curves,
which are monotonically increasing and disjoint ex-
cept at common endpoints. The curves may be highly
complex and zig-zag and frequently wind around the
cylinders. There may even be infinitely many zig-
zags, e.g. driven by the function f(t) =t sin } with
t — 0 if we accept this as a description. Infinitely
many windings with an ultimate convergence towards
an endpoint are excluded by the continuity of a Jor-
dan curve. However, the number of windings can be
arbitrarily large. For example, a curve may form a
spiral with successive windings around the cylinder
at distance 27* for ¢ = 1,..., N, and N is e.g. the
value of Ackermann’s function A(n,n), where n is the
size of the graph.

We jump over this complexity and show that ev-
ery sup- and rup-graph has a polyline drawing with
geodesics as straight segments. The edges have only
a few bends per edge, and the vertices and the bends
are placed on a grid of quadratic size. Edges do not
wind around the standing cylinder and wind at most
once around the rolling cylinder. Here single wind-
ings of some edges are unavoidable. However, it is
unknown whether or not there are straight sup- and
rup-drawings for the respective graphs.

To cope with the complexity of the description of
Jordan curves we suppose that it takes time 7 to com-
pute the coordinates of the intersection of an edge
and a horizontal line through a vertex. 7 may be
huge. In the previous example with windings de-
scribed by Ackermann’s function one must evaluate
the Ackermann function. However, 7 is a constant in
the resulting drawings. On the standing cylinder and
the sphere the polyline drawing can be computed in
O(7n?) time, and it takes O(7 n?) time on the rolling
cylinder. This is a significant reduction of the descrip-
tion complexity of upward planar drawings. It may
be quite easy to detect the intersections of curves with
the horizontal lines through the vertices; however it
may be very complex to trace the edges, particularly,
if they zig-zag and frequently wind around the cylin-
der. Thus we close the gap between drawings with
arbitrary Jordan curves and polyline drawings, which
are the standard in graph drawing, and we capture
Jordan curves computationally using a value 7 for the
computation of an intersection of curves in a neigh-
borhood of vertices.

In the next section we introduce the basic notions.
Then we study upward planar drawings first on the
standing and thereafter on the rolling cylinder, and
we conclude with some open problems.

2 Upward Drawings

We assume familiarity with the fundamental concepts
on graphs and graph drawing, see [12, 22].

A graph G = (V, E) is a simple directed graph with
a finite set of vertices V' and a finite set of directed
edges F. An edge e = (u,v) is directed from u to v.
G has n vertices and m edges. Moreover, we assume
that the underlying undirected graph is connected;
disconnected components can be drawn on top of each
other on the standing cylinder and side-by-side on the
rolling cylinder.

We consider well-known two-dimensional surfaces
which are given by a fixed embedding in R3, where
x is horizontal, y is vertical, and z is directed to-
wards the spectator according to the right-hand rule.
The plane is the surface with the Cartesian coordi-
nates and z = 0. Since scaling is allowed the area
of the plane may be restricted to a range from -1
to +1 in each dimension. The sphere is defined by
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{(z,y,2) | 2? +y*+ 22 = 1}, the standing cylinder by
{(x,y,2) |22+ 2% =1 and -1 < y < 1} and the rolling
cylinder by {(z,y,2)|y?> +2°> =1 and -1 <z < 1}.

A planar drawing I' maps each vertex of G to
a distinct point on a surface S and each directed
edge e = (u,v) is mapped to a simple Jordan curve
J :[0,1] — S from the endpointI'( u) to the end-
pointI’( v) such that the curve is continuous and no
two edges have a common point except a common
endpoint.

When it is clear from the context, we say that a
vertex v is placed atT'( v) and we do not distinguish
between an edge e and its curvel'( e). Additionally,
I'(G) stands for the set of points of the drawing.

A drawing is upward planar if the curves of the
edges are monotonically increasing in y-direction and
the edges are disjoint except for common endpoints.
In the plane, on the sphere and on the standing cylin-
der the y-direction is the y-dimension, i.e., a < b im-
plies y(J(a)) < y(J(b)), where y(J(a)) is the value of
the y-coordinate at J(a). On the rolling cylinder the
y-direction is taken in counterclockwise order in the
(z,y) plane. This means up for z > 0 and down for
z < 0. For the spectator it is upward on the front
side, and then over the upper side and down on the
backside. All edges are unidirectional if the cylinder
is rolled clockwise. Upward is formally described by
the angle of the tangent of the curve at a point in
(z,y) dimension and the horizontal line through the
point. It is readily seen that upward is equivalent
to increasing in y-dimension in the two-cell approach
where the surface is unrolled, or in the fundamental
polygon approach where opposite sides of a square are
identified [1, 26, 27].

An upward planar graph G on a surface S admits
a upward planar drawing on §. Let UP,SUP and
RUP be the classes of graphs with an upward planar
drawing on the plane, the standing and the rolling
cylinders. We call these graphs up-, sup- and rup-
graphs, respectively, see [1, 9].

It is well-known that the plane, the sphere, the
standing and the rolling cylinders coincide on pla-
narity - the undirected view. The picture changes for
upward planarity - the directed view. Here, the plane
is weaker than the sphere and the standing cylinder,
since the st-K» o graph from Figure 1 is non-upward
planar [13, 23]. Moreover, the sphere and the stand-
ing cylinder are equivalent and are weaker than the
rolling cylinder as first established by Auer et al. [1]
and deepened in [9]. They are dominated by surfaces
of higher genus, such as the torus. These facts are
summarized to:

Proposition 1.
UPC SUPC RUP.

3 The Standing Cylinder and the Sphere

Our topic is the curve complexity of upward planar
drawings. We transform drawings with arbitrary Jor-
dan curves for the edges into polyline drawings with
few bends and windings around the cylinder. Hence,
curves with a high description complexity and even
infinitely many zig-zags and many windings are sim-
plified significantly. An edge zig-zags if it has many
bends and it winds around the standing cylinder or
the sphere if it intersects a vertical line or a longitude
at least twice. The resulting upward planar drawing is
completely specified by O(n) points on the standing
cylinder or the sphere. Hence, the data for the de-
scription of the drawing is reduced from (even super-
exponential) high volumes to a linear size.

A drawingl'( G) on the standing cylinder is seen
as a level drawing (the sphere can be treated in a
similar way). Then upward planarity turns into ra-
dial level planarity as studied by Bachmaier et al.
[2, 5]. Each level defines a circular list of observable
points OBS(v), which are the intersection points of
the edges and the horizontal level L(v) of a vertex wv.
OBS(v) together with the vertices on the level are
sorted counterclockwise from v and has at most n+m
entries.

We suppose that each observable point can be
computed in time 7, whereas vertices can be accessed
directly inI'( G) in O(1) time. There may be a huge
gap between the complete description of a drawing
I'(G) and the data stored by the sets of observable
points, which consists of only a few sampling points
per edge. The gap between the original drawing and
this data is bridged by 7. In the resulting polyline
drawings 7 is in O(1), since each edge consists of
finitely many straight segments.

The simplification of upward planar drawings on
the standing cylinder to polyline drawings was first
stated in [1]. Here, we improve these results and also
consider windings, bends, a grid, and the time com-
plexity. These parameters were not addressed before
together with planar upward drawings.

Lemma 1. Let T'(G) be an upward planar drawing of
a graph G on the standing cylinder (or the sphere).

Then there is a planar upward polyline drawing f(G)
with at most n-2 bends per edge and no windings of
edges around the cylinder.

[(G) can be computed in time O(tn?), where T
is the time to compute the (x,z)-coordinates of the
intersection of an edge and the latitude of a vertex.

Proof. The sup-drawingl'( G) is cut horizontally at
the y-coordinates of the vertices. Each cut defines a
circle of points on the perimeter of the cylinder. The
points are the vertices on the cut and the intersection
points for each proper crossing of an edge and the cut.

A disk is a piece ofl'( G) between two adjacent
cuts. On its borders it has a lower and an upper circle
of points. There are no vertices in its interior and
segments of edges are routed planar upward between
the points on the lower and upper circles.

We process the disks iteratively from bottom to
top. For a disk choose an edge segment connecting
two points on the opposite borders for an alignment,
say p1 on the lower and ¢; on the upper border. Ro-
tate the upper ring and all rings above such that p;
and ¢; have the same (z, z)-coordinates. To save com-
putation time these rotations are performed in a lazy
fashion and are first stored as offsets. In a final bot-
tom to top sweep the rotations are summed up over all
disks. In a rotation the edge segments are stretched
or contracted like rubber bands.

From (p1,q1) process the edge segments between
the opposite borders in counterclockwise order and re-
place each edge segment from a point p on the lower
circle to a point ¢ on the upper circle by the geodesic
from p to q. Here the counterclockwise order of the
geodesics must be preserved, which is obtained from
the embedding induced by the drawing. The geodesic
from p to ¢ is not necessarily the shortest curve be-
tween these points, since (p1,¢1) must not be inter-
sected. Hence, the cyclic order of all (segments of
the) curves is preserved, which implies that there are
no crossings. So the curve of an edge is a polyline
of geodesics with at most n-2 bends. LetI’ '(G) be
the so obtained drawing of G. I'(G) has a discrete
description with O(n?) points for the vertices and the
bends.
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Let’s consider windings. An edge cannot wind
around a disk, since the first segment is vertical.
Windings of edges can be avoided by an appropri-
ate choice of the points for the alignment. Suppose
that these points are placed on the front line of the
cylinder with (x,z) = (0,1). This line will not be
crossed by any edge.

We proceed from bottom to top inI' /(G). Sup-
pose that every edge segment on a disk has unit
length. Then we compute longest paths from appro-
priate starting points t1,...,t,. for some r > 1. The
paths are ordered monotonically and each path ends
at a sink of G. They are routed on the front line.
The first path starts at a vertex on the lower bor-
der of the bottommost disk, and the last path ends
at a vertex on the upper border of the topmost disk.
Consider the i-th path p; from ¢; to ¢,. If there are
vertices on the front line or edge segments crossing
the front line above t, then get the first such item.
Suppose that an edge segment s = (ps, g5) crosses the
front line next above ¢}, and let s = (gs, ¢s) if it were
a vertex. Then choose ¢; for the alignment, place it
on the front line, and use it as the starting point of
the i+1-st path. Since g4 is taken as the first point
above the i-th path there is no other edge passing
the gap between ¢, and ¢; on the front line. By the
planarity edges cannot cross paths. Hence, no edge
crosses the front line, which excludes windings. Let
I'(G) be the so obtained drawing. I'(G) is a polyline
drawing without edge windings.

Concerning the time complexity there are at most
n-1 disks, and each circle has at most O(n) points,
since each upward curve intersects at most once. The
coordinates of each such point are computed in time
7. Each of the at most O(n?) many segments of
geodesics can then be computed in O(1) time. Using
lazy evaluation all rotations are performed in O(n?)
time. Hence, the computation ofl" /(G) takes O(7 n?)
time.

The computation of I'(G) fromI" /(G) can be done
in linear time in the number of edge segments. The
coordinates of their endpoints were computed before
such that it takes O(1) per segment, and each segment
must be considered at most once for the longest paths
computations.

In a post-processing phase we reduce the number

of bends from I'(G). We consider two approaches.
The first goes via the visibility representation of up-
graphs in the plane by Di Battista and Tamassia [13],
where the vertices are represented by horizontal seg-
ments and the edges by straight vertical lines. This
representation can be transformed into a monotone
grid drawing with at most two bends per edge. The
used coordinates are integral and vertices and bends
are placed on a grid of O(n?) size.

However, on the standing cylinder edges can be
routed over the backside. These edges have an extra
bend at a vertical cut line along the backside. Such
edges may have up to five bends. We do not pursue
this approach here because it is outperformed by the
linear segments model, where each edge is represented
by a polyline with at most three straight segments.
The approach by Brandes and Kopf [10] realizes this
model and operates even on arbitrary directed graphs
in the plane. It uses a thinning technique and extracts
edges or segments of edges until all (dummy) vertices
have degree at most two. Then only a collection of
paths remains, which are straightened vertically and
are ordered left to right and compacted by a longest
path heuristic. In addition, there is a balancing phase
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in order to center the vertices over their neighbors.
This is skipped here. The paths determine the verti-
cal grid coordinates of the vertices and the horizontal
grid coordinate is given by the leveling.

The approach was extended to radial drawings
with concentric circles for the levels by Bachmaier
[2]. The running time of the algorithms is linear in
the number of proper segments between adjacent lev-
els. This number may be quadratic in the size of the
graph. An improvement in the running time was ob-
tained by Eiglsperger et al. [17] using edge bundling.
We specialize and adapt the approach to upward pla-
nar graphs.

Lemma 2. Let T(G) be a polyline sup-drawing with-
out edge windings and bends only at the latitudes of

vertices. Then there is a polyline drawing T'(G) on
the standing cylinder with no windings and at most
two bends per edge, and all vertices and all bends are
placed at grid points of a grid of size O(n?).

I(G) can be computed from T'(G) in O(n) time.

Proof. Consider T'(G) as constructed in the proof of
Lemma 1 with disks and horizontal latitudes L(v)
through the vertices. Then the front line can be trans-
formed into a vertical cut line C. If edges are com-
pletely routed on C' they are kept. If an edge e enters
C from the left (right) and meets C' at latitude L(u) it
remains on C up to the latitude of its end node L(v).
Then move the segments between L(u) and L(v) — 1
slightly to the left (right), such that no other edge
or vertex is touched or crossed. This preserves the
property that no edge crosses C' and prevents edge
windings.

Project a grid on the standing cylinder, such that
the horizontal grid lines are the latitudes of the ver-
tices. There are at most m vertical grid lines, which
are set by the subsequent procedure. The grid points
are regarded as integer coordinates. Take C' as the
first vertical grid line and fix the vertices and edges
on C' as they are given after the slight move.

First, remove all edge segments entering C' from
either side. In particular, this removes the outer seg-
ments from L(v) — 1 to L(v) that were slightly moved
previously. Thereafter, we pursue the thinning tech-
nique from [10]. An edge e of I'(G) is short, if it
spans just one disk and is long, otherwise. A long
edge consists of two outer segments on its top- and
bottommost disks and of a stick over the intermediate
disks. A stick may degenerate to a single point.

The approach aligns the sticks as straight vertical
lines on the grid and attempts to obtain even more
straight edges and save bends. If a vertex u has out-
going outer segments of long and short edges, then
temporarily remove the short edges and finally keep
only the left median of the outer segments of the long
edges. If uw has only outgoing short edges the left
median edge is kept. Accordingly, keep the left me-
dian incoming outer segment at v or the left median
incoming short edge, if there are no outer segments
entering v. All other outer segments and short edges
are temporarily removed. Thereafter all endpoints of
edges, outer segments or sticks have degree at most
two. Together with the kept edge segments they form
a set of paths P. Moreover, for every vertex v of G
there is exactly one path which contains v. In addi-
tion P contains sticks.

First, align C vertically as the first (leftmost) ver-
tical grid line. Then order the paths from left to right
starting at C. A path p is at least one grid unit to
the left of a path p’ if at some latitude p is to the left
of p' in a counterclockwise (or left to right) traversal
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from C. This defines a partial order on P. The paths
on C are the minimal and the paths immediately to
the left of C are the maximal elements in this par-
tial order. Sort P by a longest path heuristic (or by
topological sorting). Assign the number of this sort-
ing as the horizontal grid coordinate to each path p
and each vertex v on p. So the paths and vertices on
C' are on the first vertical grid line. In consequence,
all sticks are vertically aligned on the grid. Hence,
long edges have a bend at most between an outer seg-
ment and the stick. The vertical grid coordinate for
the vertices and the endpoints of the sticks is taken
from the latitudes. The previously removed segments
are reinserted and are drawn as straight lines on the
grid, which is folded on the standing cylinder. The
drawing is planar since the partial order of the paths
preserves the order of incoming and outgoing edges
(edge segments) at each vertex. Our simplification
of the algorithm of Brandes and K&pf [10] needs only
linear time, since each edge is partitioned into at most
three pieces, and the removal of edge segments, the
computation of the medians and the subsequent con-
struction of the path can be done in linear time in
the number of pieces. The longest path heuristic is
a modified topological sorting, which computes the
distance of a path from C' in linear time. Topological
sorting produces wider drawings also in linear time.
The underlying grid has at most n horizontal lines
and at most m vertical lines. Hence, the grid size is
at most quadratic in the size of the given graph. [

For the standing cylinder and the sphere we can
summarize:

Theorem 1. For every upward planar drawing T'(G)
of a graph G on the standing cylinder or the sphere

there is an upward planar drawing I'(G) of G
e with polylines and geodesics as straight segments
e 1o edge windings around the cylinder (or sphere)
e at most two bends per edge

e a placement of all vertices and bends on a grid of
quadratic size, and

e which can be computed in time O(tn?), where T
18 the time to compute an intersection of an edge
and a horizontal line.

4 The Rolling Cylinder

For the rolling cylinder we apply a similar technique
and transform an upward planar drawing into a recur-
rent hierarchy with horizontal levels at the vertices.
Recurrent hierarchies were introduced by Sugiyama
et al. [31] in their pioneering work on drawing hierar-
chies and were recently studied in depth by Bachmaier
et al. [3, 6]. A k-level recurrent hierarchy is a directed
graph together with an assignment of the vertices to
levels Lo, ..., Lg_1, which are ordered modulo k. An
edge (u,v) from vertex u on level L; to vertex v on
level L; is directed upward in the cyclic order of the
levels. In particular, there are edges from vertices on
high levels to vertices on low levels, which first meet
or cross level L. Recurrent hierarchies are drawn in
3D on the rolling cylinder or in 2D, where either the
levels are rays from a common center and the edges
are routed as poly-spiral curves or Ly is duplicated
and its copy appears at the top of the common hier-
archical drawing in the plane with horizontal levels.
These drawing styles are equivalent in the sense that

there are geometric transformations from one drawing
into the other, as elaborated in [3].

The complexity of Jordan curves in upward planar
drawings on the rolling cylinder comes from zig-zags
and vertical windings around the cylinder. Zig-zags
are dealt with as above and are replaced by geodesics
between points on adjacent levels. To simplify the
drawings we proceed in three steps. First, we smooth
Jordan curves to polylines with at most O(n) many
windings and bends. Then redundant windings are
removed and finally the number of bends is reduced
to at most five per edge and the vertices are placed
on a grid of size O(n?).

In addition we reduce the computational effort
and achieve time bounds that are independent of
the description complexity of the drawing and can
be given in terms of the size of the graph. For
our constructions a viewer of the drawing must not
(be able to) trace the Jordan curves and follow
the zig-zags and too many windings. It suffices
to compute the sets of observable points of the
vertices OBS(v). Again an observable point p is the
intersection point of an edge e and a horizontal line
L(v) through a vertex v. Its computation takes 7
units of time. However, the sets OBS(v) are different
from those on the standing cylinder. Each vertex v
first considers the intersection points of some edges
immediately to its left and right. So it determines
its passing edges and whether these edges wind
frequently and purely. Each passing edge is observed
for at most two rounds; multiple observations of
edges from several vertices don’t matter. A more
frequently winding edge is observed piecewise by
several vertices or it disappears from the screen for a
while, since there are pure windings and the edge can
be cut short. The short cut is done just below the
level of the winding successor, which is determined
by observing the bundles of edges with pure windings.

Let’s make these ideas precise.

LetI'( G) be an upward planar drawing on a rolling
cylinder. The level L(v) of a vertex v is given by the
horizontal line through its (y, z)-coordinates. These
levels Lg,...,L;_1 are ordered counterclockwise in
the (y, z)-plane such that each level has a successor
in up direction and Lg is the successor of Ly_1.

An edge e = (u,v) ofl'( G) is winding if its curve
intersects L(u) at some point p. It is right-winding
(left-winding), if p is to the right (left) of u. A right-
winding (left-winding) edge also intersects the level
of v to the left (right) of v.

Consider edges in a rup-drawing. Clearly, an edge
is self-intersecting if it is left- and right-winding. This
follows from the mean-value theorem using the rep-
resentation on the fundamental polygon, where the
upper and lower sides are identified. By the same rea-
soning, left-winding and right-winding edges cannot
interleave. A bundle of winding edges must wind in
the same direction. If e is left-winding and €’ is right-
winding, and €’ is to the left of e at some level, then ¢’
is completely to the left of e except at a common end-
point, otherwise they would cross. However, a vertex
may have outgoing left- and right-winding edges, or
incoming right- and left-winding edges. Then all out-
going left-winding edges are to the left of all outgo-
ing right-winding edges, and all incoming left-winding
edges are to the right of all incoming right-winding
edges.

It is a crucial fact that a winding together with
a horizontal connection partitions the given drawing
into a left and a right part. In the plane this is a
path from the bottom to the top of the drawing and
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a connection of the ends in the outer face.

Lemma 3. Let T'(G) be an upward planar drawing on
a rolling cylinder. A curve C along edges of G from
a point p = (x,y,2) to a point p' = (a',y, z) together
with the horizontal line L between p and p’ and such
that C' does not cross L partitions I'(G) and G into a
left and a right part G; and G, such that each edge
between G; and G, must meet a point on C' + L.

In particular, if C is a segment of an edge winding
once around the cylinder, then each edge between G
and G, intersects the horizontal line L.

Proof. C + L is a closed curve on the rolling cylin-
der. Now planarity and the Jordan’s curve theorem
enforces a partition ofl'( G) into an inner and outer
part, which induces a partition of G into G; and G,
respectively. By the planarity the edges between ver-
tices of G; and G, must cross C' + L and hence must
pass through points of C + L. O

For convenience we shall assume henceforth that
there are only right-winding edges; left-winding is
symmetric, where left and right must be interchanged.

Moreover, the out-going edges of a vertex v are
regarded as the first edges intersecting the level L(v)
immediately to the right of v and passing v to the
right. The out-going edges are taken from left to right
in clockwise order. Accordingly, the in-coming edges
of a vertex v’ in counter-clockwise order are the last
edges passing v’ to its left. Each vertex has at least an
out-going or an in-coming edge, since the underlying
graph is connected.

Definition 1. Let I'(G) be an upward planar draw-
ing of a graph G on the rolling cylinder without left-
winding edges.

For a vertez v let s,(v) = ey, ..., e, be the mazimal
sequence of edges which intersect L(v) immediately to
the right of v and such that each edge occurs at most
twice and there is no other vertex on L(v) between v
and the rightmost intersection point from e,..

sr(v) is the right-signature of v, where the edges
are taken as symbols and s,.(v) as a string. The out-
going edges of v are the prefix of this string.

The left-signature consisting of the sequence of
edges s;(v) entering v is defined symmetrically. Here,
an edge may intersect or meet the level of v at most
twice to the left of v, and the in-coming edges are the

suffiz of s;(v).

The asymmetry of left- and right-signatures comes
from the restriction to right-winding edges. For left-
winding it is reversed. The pair s;(v) and s,(v) is
characteristic for the vertex v, since v has in- or out-
going edges, which appear as suffix and prefix of the
signatures, respectively. However, there may be sev-
eral vertices with the same right (or left) signature.
If s.(v) = s,.(v") then v’ is a source and lies to the
right of the out-going edges of v and on a level before
v (or vice-versa). Moreover, windings of edges and
pure windings can easily be described and detected
using the signatures. An edge (u,v) is winding if it
repeats in s, (u) and s;(v).

If there are no edges with more than two windings,
then s,.(v) is the sequences of all edges crossing the
level L(v) from left to right to the right of v, provided
there is no other vertex on L(v). This sequence has
a common substring with s;(v’), where v/ defines the
next level after L(v) in the clockwise order of the
levels.

If there are frequently (right-) winding edges, then
sr(v) takes only the first two windings to the right
into account. Further windings are not observed by
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v. They are either observed by other vertices or there
are pure windings of a bundle of edges 5. A bundle of
purely winding edges is easily detected, since s,.(v) is
of the form 3 3, where the outgoing edges of v are a
prefix of 8. 8 occurs as a maximal substring of s;(v’)
for some vertices v/, from which we choose the winding
successor as the leftmost one. If an edge from s,.(v)
reaches its endpoint during the next two windings or
if new edges start at a vertex then the sequence of
edges does not repeat. In that case v is static and
observes its passing edges for less than two rounds
and then passes control to another vertex.

Definition 2. Let T'(G) be an upward planar drawing
on the rolling cylinder.

A wvertex v is an out-winder if its right-signature
sr(v) is of the form BB for a non-empty sequence of
edges [3; otherwise, v is static. v is an in-winder if
s1(v) is of the form v~ for a nonempty sequence of
edges 7.

Let v be an out-winder with s,.(v) = 8. A vertex
v’ is the winding successor of v if v’ is an out-winder
with s; = a7, where a and ~y are substrings of 5 and
« is of minimal length.

Lemma 4. Let I'(G) be a rup-drawing. Every out-
winder v has a unique winding successor.

Proof. At every vertex v there is a change in the pass-
ing edges just below and above L(v), since G is con-
nected.

Let v be an out-winder with s,.(v) = 8. Then
the edges of 8 have at least two windings around the
cylinder immediately to the right of v. Let e be the
first edge of 5. Then the first winding of e together
with the horizontal line from the first to the second in-
tersection of e and L(v) is a closed curve. By Lemma
3 the graph is partitioned and all edges from one part
to the other pass the horizontal line. These are the
remaining edges of 3.

Consider the intersection points of L(v) to the
right of v. There are further intersections of the edges
from § and L(v) after more windings. Consider the
last complete winding of the edges of 5 on L(v), and
thereafter, consider the edges of 8 from left to right
and follow them for at most one round, until there
is a change for the first time. This change occurs
at a vertex v’, where some edges of 8 end or new
edges start. o’ is the leftmost such vertex with re-
spect to winding edges. Then the left-signature of
v is s (v') = 7 BB in(v"), where 8 = p'in(v") 8",
since the edges from S make at least two windings.
Moreover, the length of " is minimal for all ver-
tices with 8 as a substring of their left-signature,
since v’ is reached first. s;(v’) is of the form v+ with
v = p"8 in(v"”). Hence, v is an in-winder and £ is a
substring of s;(v’). The uniqueness of v’ follows from
the minimality of the length of 5”. O

Example 1. Suppose that vertex v is the source
of an edge a and v’ is the winding successor such
that ¢ ends at v’, and there is a bundle abed of fre-
quently winding edges. Then s,.(v) = abcdabed and
s1(v") = dabedabe. The signature or string of edges
intersecting L(v) to the right of v and up to v’ is of
the form abcd(abed) T ablc], where ”+” means at least
one repetition and brackets mean at most once.

Later on there is a short cut from level L(v’)-1
to level L(v"), where the leftmost intersection points
of the edges in the bundle dabe on level L(v')-1 are
directly connected with the intersection points of dabc
immediately to the left of v’ on level L(v") such that
¢ enters vertex v’.
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Figure 2: A bundle of winding edges and its short cut

This situation is illustrated in Figure 2.

LetI'( G) be an upward planar drawing on a rolling
cylinder, and treatI'( ) as a recurrent hierarchy with
levels L(v), which are ordered from Lo to Ly_1. We
smooth the edges fromI'( G).

If v is static then some of the edges passing or
leaving v reach their endpoint during the next two
windings. Then v observes the edges of s,.(v) for at
most two rounds on the cylinder. Each edge segment
from level L(v) to the next level is replaced by the
geodesic between the points of the intersection of the
curve J(e) with the levels.

If v 1s an out-winder with a frequently winding
bundle of edges 8 consider the winding successor v'.
Now v observes the edges from f from its level L(v)
to level L(v')-1 and replaces the curves level by level
by geodesics. Between the levels L(v)-1 and L(v')
there is a short cut.

Lemma 5. Let T'(G) be an upward planar drawing
on a rolling cylinder. Then there is an upward pla-
nar polyline drawing T'(G) with at most O(n) many
windings per edge.

I'(G) can be computed from T'(G) in time O(1n3),
where T is the time to compute an observable point.

Proof. If v is static it observes the edges on its level
and the edges of s,.(v) for up to two rounds on the
cylinder. Every edge segment from a level L; to the
next level is replaced by the geodesic between the
points of the intersection of the curve J(e) with the
levels. This preserves the left-to-right order at the
vertices and thus planarity.

If v is an out-winder with s,.(v) = 8 it observes
the edges of 8 = e1,...,e4 from level L(v) to level
L(v') - 1, where v’ is the winding successor of v.
As above the curve of each edge e; is replaced by
segments of geodesics between adjacent levels. All
edges e; with ¢ = 1,...,¢q wind at least r > 2 times
around the cylinder, they do it in a bundle, and some
end at v'. e; is the first outgoing edge of v or the
first edge passing v to the right if v has no outgo-
ing edges. Between L(v’)-1 and L(v) the curves are
replaced by geodesics from the intersection points of
the first winding after v on L(v’)-1 to the intersection
points on L(v'), when the edges pass v/ immediately
to the left or enter v'. See Figure 2 for an illustration.

All edges remain by the smoothing and the short
cut, so the graph is unchanged. The transformation
preserves the order of all segments of edges on all
levels. Since all edges between adjacent levels are

replaced by geodesics this excludes crossings. Also the
upward direction on the rolling cylinder is preserved.
Hence,I' /(@) is upward planar.

All vertices ofl" /(G) are static and edges can wind
at most 2n times around the cylinder.

Concerning the time complexity every vertex ob-
serves edges for at most two windings. Hence, it con-
trols at most O(n?) many observable points. In total,

O(n?) many observable points must be taken into ac-
count, each of which can be computed in time 7. [

Next we transform the polyline drawing with at
most O(n) windings into one with at most one wind-
ing per edge. If an edge winds at least twice then the
subgraphs between successive windings are upward
planar in the plane. Their compression and contrac-
tion eliminates an edge winding. If there is a bundle
of winding edges, all windings are reduced simulta-
neously. Then the complexity is only linear in the
number of edge segments of such polyline drawings.

Lemma 6. For every upward planar polyline drawing
of a graph T'(G) there is an upward planar polyline
drawing T'(G) with at most one winding per edge.

I'(Q) can be computed in O(n3) time if I'(G) has
at most O(n) windings per edge.

Proof. Again consider the drawingI’ /(G) as a recur-
rent hierarchy with horizontal levels L(v) for the ver-
tices and geodesics as segments of edges between ad-
jacent levels, as obtained in Lemma 5.

First we consider the removal of a single winding.
The extension towards many windings follows by in-
duction. For the time bound it needs some adjust-
ments.

Let e = (u,v) be the leftmost edge with at least
two windings. Assume that e; is right-winding (oth-
erwise proceed in the opposite direction from v). If
e; makes exactly two windings, lift v by some small
amount such that L(u) # L(v) and planarity is pre-
served. Thereafter e; has more than two windings.
Also suppose that there is no other vertex w on L(u);
otherwise move w slightly up or down. For conve-
nience, rotate the cylinder such that L(u) is at the
bottom line (0,—1) in the (y, z) plane and unroll it
such that there are no vertices and levels on the back-
side. So L(u) reappears at the top, where it is called

the top line L(u). (In fact this is the fundamental
polygon approach). Let L(u') be the first level fol-
lowing L(u).

Let p1,...,p. be the leftmost points of intersec-
tion of the edges eq,...,e, with the top line L(u),
where p, is the point of intersection of e; in the sec-
ond winding. These points reappear on the bottom
line. Let q1,...,q- be the points of intersection of the
edges eq,...,e, with L(u') between the second and
third intersection of e;. These are the endpoints of
the segments of the edges from p; to ¢; fori =1,...,r
on L(u"). See Figure 3 for an illustration.

Consider the stripe of the drawing between the top
and bottom lines and with the first winding of e; to
the left and the second winding to the right. This
subgraph is upward planar, since the bottom and top
lines serve as s and t and e; as the s-t edge.

Introduce a new level L’ just below L(u'). Now
compress the stripe and contract it towards the bot-
tom line such that it fits into the trapezoid with the
bottom line L(u), the top line L’ and the segments of
e; from the first and second windings to the left and
right.

Let pj,...,p.. be the points of intersection of the
edges e1,...,e, with L’ after this compression and
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Figure 3: Reducing edge windings

contraction. As the main step reroute the edges e;
from p} on level L’ to ¢; on level L(u’) and replace it
by the geodesic (p}, ¢;) for i =0,...,r — 1. All other
segments of edges are kept.

This transformation leaves the subgraphs to the
left of the first and to the right of the second windings
of e untouched by Lemma 3. It preserves the upward
planarity of the compressed subgraph in the stripe.
The rerouting of the edges between the levels L' and
L(u') preserves the given left-to-right order and thus
planarity, and the upwardness of the edge segments.
It decreases the number of windings of e; and does dot
increase the windings of other edges. By induction,

we obtain the drawing I'(G), where no edge winds
more than once.

However, the previous transformation takes O(n?)
time, since up to O(n?) segments and points are in-
volved, and there are O(n) edges with O(n) wind-
ings. To achieve a cubic time bound consider the most
frequently winding edge e = (u,v) with k& windings.
Starting from L(u) compress the subgraphs between
the first k-1 windings and stack them such that they
fit between L(u) and L’ as above, and then reroute
the edge segments from L’ to the original points at
L(u). The cost of this transformation is linear in the
number of segments. This procedure is repeated until
all windings are treated. Maximal edge windings do
not interact. A winding belongs to at most two maxi-
mal windings. Hence, the subgraph and the segments
between two windings is treated at most twice. Since
there are at most O(n3) segments the total time is
cubic, too. O

Edge windings cannot be eliminated on the rolling
cylinder, as is was doable on the standing cylin-
der. On the standing cylinder horizontal rotations
(of disks) and the upward direction are orthogonal
and independent. On the rolling cylinder they are
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Figure 4: An unavoidable edge winding

unidirectional. An extension of the st-K5 5 serves as
a counterexample.

Lemma 7. There are rup-graphs which need winding
edges on the rolling cylinder.

Proof. Consider the graph in Figure 4. For upward
planarity the vertices s and ¢ must be on the outer
face on the cylinder. Thus the embedding is unique up
to reflection. Then the edge (1,4) must wind around
the cylinder, since the paths (1,2,4) and (1,3,4) are
upward. O

In our final step we reduce the number of bends to
at most five per edge. Therefore, we adapt the tech-
nique of Di Battista and Tamassia [13] from visibility
representations and monotone grid drawings.

Lemma 8. Let f(G) be an upward planar polyline
drawing with at most one winding per edge. Then

there is an upward planar drawing T'(G) with at most
one winding and at most five bends per edge. More-
over, the vertices and bends can be placed on a~gm'd
of size O(n?). The computation of I'(G) from I'(G)
takes O(n) time.

Proof. Assume that there is no vertex with coordi-

nates (z,0,1). Cut I'(G) at the horizontal front line L
with (y, z) = (0,1) and place a dummy vertex at each
intersection point of an edge e with L. Duplicate L
into a low and a high copy L; and L;, and add a source
s just below L; and a sink ¢ just above L. The so ob-
tained graph G’ is upward planar and has a monotonic
grid drawing with at most two bends per edge [13] on
a grid of quadratic size. The algorithm VISIBILITY-
DRAW from [13] places all vertices from L; one level
above s. It can be modified to place all vertices on Ly,
one level below t. The algorithm GRID-DRAW from
[13] contracts the horizontal segments for the vertices
to grid points at the cost of two bends per edge. It
can be modified to place the vertices of L; and Ly, at
points with the same z-coordinates. Both algorithms
operate in linear time.

Finally, remove s and ¢t and embed the underlying
grid and G’ on the rolling cylinder by the identifica-
tion of L; and L. Then the edges crossing L have
up to five bends, two before and after L and one at
L. O

We summarize:

Theorem 2. For every upward planar drawing T'(G)
of a graph G on the rolling cylinder there is an upward

planar drawing T'(G)
e with polylines and geodesics as straight segments
e at most one winding per edge

e at most five bends per edge
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e a placement of all vertices and bends on a grid of
quadratic size, and

e which can be computed in time O(tn3), where T
1s the time to compute an intersection of an edge
and a horizontal line.

5 Conclusion and Open Problems

We have simplified planar upward drawings on the
standing and rolling cylinders to polyline drawings
with at most one winding and only a few bends per
edge and with vertices and bends placed on a grid.

It is unknown whether or not there are straight
planar upward drawings on cylinders. If bends are
unavoidable, what is the least number of bends in
total and per edge? The approach of Bachmaier et
al. [3] promises only two bends per edge also in the
rolling cylinder. However, it needs edges which do
not wind.

Finally, do similar simplifications of drawings hold
for more general classes of graphs, such as quasi-
upward planar graphs [8] or graphs with an upward
planar drawing on the torus [1]?
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