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Abstract environments. The aim of this will be to create communi-
cation infrastructures where trust can thrive in order to en-
To describe the concept of transitive trust in a simplifiedsure meaningful and mutually beneficial interactions be-
way, assume that agewrt trusts agenit3, and that agent tween players.
B trusts agent’, then by transitivity, agendl trusts agent In this regard, we intend to describe semantic criteria
C. Trust transitivity manifests itself in various forms dur- and a notation for specifying networks of transitive trust.
ing real life human interaction, but can be challenging toWe first consider properties of trust diversity, transitivity,
concisely model in a formal way. In this paper we describeand parallel combination. We then define a notation for
principles for expressing and analysing transitive trust netdescribing and reasoning about trust, and illustrate how
works, and define requirements for their validity. This this notation may successfully and securely be used to cor-
framework can be used for modelling transitive trust inrectly analyse trust networks. We identify several require-
computerised interactions, and can be combined with alments that trust measures and operators should satisfy, and
gebras and algorithms for computing propagation of botHinally provide an example of how belief calculus can be
trust and distrust. This is illustrated by an example whereused as a practical method for computing transitive trust.
transitive trust is mathematically analysed with belief cal-

culus. 2 Defining Trust

1 Introduction Manifestations of trust are easy to recognise because we
experience and rely on it every day, but at the same time
Computer networks are increasingly removing us from drust is quite challenging to define because it manifests it-
familiar direct style of interacting. We may now collab- self in many different forms. The literature on trust can
orate online with people or organisations we have nevealso be quite confusing because the term is being used
met, and perhaps never heard of before. Many of thevith a variety of meanings [22]. Two different types of
traditional strategies for representing and assessing trustrust which we will callreliability trust anddecision trust
worthiness can no longer be used in those situations. Itespectively are commonly encountered in the literature.
can therefore be difficult to assess whether the services As the name suggest, reliability trust can be interpreted
and information provided by a remote party are reliableas the reliability of something or somebody, and the defi-
or whether they are correctly represented by the remotaition by Gambetta (1988) [7] provides an example of how
party. Organisations involved in online service provisionthis can be formulated:
also face the challenge of building online systems and on- o ) o
line customer relationships which engender trust. Definition 1 (Reliability Trust) Trust is the subjective
There is thus a need for mechanisms that enable relyprobability by which an individual A, expects that an-
ing parties to determine the trustworthiness of remote parother individual, B, performs a given action on which its
ties through computer mediated communication and colwelfare depends.
laboration. These mechanisms should also allow trustwor- . .
thy entities to be recognised as such. The idea is that such This definition includes the concept dépendencen
trust and reputation systems will enable highly trustwor-the trusted party, and theliability (probability) of the
thy entities to attract collaboration from others, and dis-trusted party as seen by the trusting party.
courage low quality and fraudulent players from partici- ~ However, trust can be more complex than Gambetta’s
pating in the community, or alternatively encourage themdefinition indicates. For example, Falcone & Castel-
to behave in a more trustworthy manner. franchi (2001) [6] recognise that having high (reliability)
Agents are well suited to take advantage of automatedfust in a person in general is not necessarily enough to
trust systems. This will allow more reliable agent-to-agentdecide to enter into a situation of dependence on that per-
and agent-to-human interact. In particular trust system&on. In [6] they write:*For example it is possible that the
are important factor for creating stable agent communivalue of the damage per se (in case of failure) is too high
ties where deceitful behaviour is possible[15]. Being ableto choose a given decision branch, and this independently
to formally express and reason with trust is necessary fogither from the probability of the failure (even if it is very

allowing humans and agents assessing trust in electroniew) or from the possible payoff (even if it is very high).

In other words, that danger might seem to the agent an
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The relative vagueness of this definition is useful be-distrust, weak distrust, etc.) or continuous in some form
cause it makes it the more general. It explicitly and im-(e.g. probability, percentage or belief functions of trust-
plicitly includes aspects of a broad notion of trust which worthiness). The topic of expressing and computing trust
aredependencen the trusted entity or party, theliability measures will be discussed in Sec. 8.
of the trusted entity or partytility in the sense that posi- In addition, a fifth important element to a trust rela-
tive utility will result from a positive outcome, and nega- tionship is itstime component. Quite obviously trust of
tive utility will result from a negative outcome, and finally the trustor in the trustee regarding a certain purpose at one
a certainrisk attitudein the sense that the trusting party point in time might be quite different from this trust after
is willing to accept the situational risk resulting from the several transactions between these two entities have taken
previous elements. Risk emerges for example when thplace. This means, that we can model time as a set of dis-
value at stake in a transaction is high and the probabilitycrete events taking place, where both the trustor and the
of failure is non-negligible. Contextual aspects such lawtrustee are involved. However, even if no transactions take
enforcement, insurance and other remedies in case somglace, a trust relationship will gradually change with time
thing goes wrong are only implicitly included in the defini- passing. Therefore, in addition to the discrete changes that
tion of trust above, but should nevertheless be consideredre made when events have occurred, we must also take
to be part of trust. into account continuous changes to trust relationships.

We consider reliability trust to be the most appropri-
ate for the purpose of describing trust transitivity. This L
also meanspthrgt actual transactigon utilities and )r/isk atti3  Trust Transitivity

tudes will not be explicitly included in the formalism we

will present here. However, these aspects can be considt Nas been shown [5] that trust is not always transitive in
ered implicitly included in therust purpose real life. For example the fact that Alice trusts Bob to fix

We will use the ternftrust purpose” to express the her car, and Bob trusts Claire to look after his child, does
semantic content of an instantiation of trust. A particularlnOt imply that Alice trusts Claire for fixing the car, or for
trust purpose can for example te be a good car me- ooking after her child. However, under certain semantic
chanic” in the sense that a party can trust a party3 for constraints, trust can be transitive, and a trust referral sys-
that purpose. When the trust purpose relates to an item, f€M caln b‘; used to derive tratl)nsﬁlv%trustb In the abl_ove
describes the belief that a material or abstract object has%?‘%nép g: the trust transitivity é‘?ﬁe own d%qguse f‘ ice
given property or is in a given state. This allows trust to2" " Ob’s trust purposes were different and did not fit to-
be applied to non-living things such as for example trusd€ther: hat Ali ds to have h
in the safety of a car or trust in the integrity of a data file, L6t US Now assume that Alice needs to have her car
When the trust purpose relates to a living (human) agent€rviced, and that she asks Bob for his advice about where
it describes the belief that the agent will behave in one'S? find a good car mechanic in town. Bob is thus trusted
best interest, i.e. that it can be depended upon. An agery Alice to know about a good car mechanic and to tell his
can be anything from an individual person to a human or/1oN€st opinion about that, whereas Bob actually trusts the
ganisation consisting of thousands of individuals. car mechanic. Through trust transitivity, Alice will also

In order for trust to form transitive networks, it needs Tust that car rir(wecnamc whe? Bcl)_b {]elcommends h"r‘ to h((jer.
to be expressed with three basic diversity dimensions [9 hLet. us mbade the examp e”s II? tly more comp '%ate. *
where the first dimension represents the trustor or trus ere||fn 5’0 g olf’s not alctpa yh ”°V¥] alg)y lg:ar mekc anics
originator, the second represents the trust purpose, and thinself, but he knows Claire whom he believes knows a

third represents the trustee or the trust target. This is illusg©0d car mechanic. As it happens, Claire is happy to rec-
trated in Fig.1 below. ommend the car mechanic named David, and as a result of

trust transitivity through Bob and Claire, Alice also trusts

Trust Trust Purpose  Trust David, as illustrated in Fig.2 below.
Originator Target . . .
I—I Alice _ Bob Claire David
TP Jo A’/r. RS )A”.\\\O D
: )\
Originator > 1T trust trust trust
diversity T gante st
Figure 2: Transitive trust derivation
il TP2
; TP3 . . o
Purpose R The indexed arrows in Fig.2 indicate the order in which
e 10 | > TT I trust links and referrals are formed. The initial trust links
diversity ) >l have index 1. By assuming Alice’s trust in Bob and Bob’s
trust in Claire to be positive, Alice’s derived trust in David
is intuitively also positive.
l TP I Claire obviously recommends to Bob her opinion
i about David as a car mechanic, but Bob's referral to Alice
Pl m is ambiguous. Bob could pass Claire’s referral unaltered
Target R on to Alice, meaning that he repeats exactly what Claire
diversity TO > TT2 said. Bob could also derive indirect functional trust in
TT1 David, and give a recommendation to Alice based on that
trust. The latter way of passing referrals can create prob-
: . . ) lems and it is better for Alice when she receives Claire’s
Figure 1: Basic trust diversity referral unaltered. This will be discussed in more detail in

Sec. 6.
. . . . The trust originators and targets in Fig.2 are explicit,
In addition to the three basic trust dimension$iust  pyt it is challenging to define exactly for what purpose Al-
measurecan be associated with each trust relationshipjce for example trusts Bob. The most obvious is to say
The trust measure could for example be binary (trustedihat Alice trusts Bob to recommend somebody who can
not trusted), discrete (e.g. strong trust, weak trust, strongecommend a good car mechanic. The problem with this



type of formulation is that the length of the trust purposemechanic. When Bob recommends David, Alice would
expression becomes proportional with the length of thdike to get a second opinion, so she asks Claire for her
transitive path, so that the trust purpose rapidly becomespinion about David. Intuitively, if both Bob and Claire
an impenetrable expression. It can be observed that thiecommend David to be a good car mechanic, Alice’s trust
type of trust purpose has a recursive structure that can hie David will be stronger than if she had only asked Bob.
exploited to define a more compact expression for the trudParallel combination of positive trust thus has the effect of
purpose. Trustin the ability to refer to a third party, which strengthening the derived trust. This is illustrated in Fig.3
can be calledeferral trust is precisely what allows trust below.

to become transitive. At the same time this trust always

assumes the existencefahctional trustat the end of the

transitive path, which in the example above is about being ref.. A

a good car mechanic. AI|ce Dawd
Alice would then have referral trust in Bob to be a good J—I—> _._L,

car mechanic, and the same for Bob's trust in Claire. This * trust trust

must be interpreted as saying that Alice trusts Bob to rec-

ommend somebody (to recommend somebody etc.) to be
a good car mechanic. Obviously it does not mean that Al-
ice trusts Bob to actually be a good car mechanic. On the
other hand Claire would havenctionaltrust in David to
be a good car mechanic, which means that she actually
believes he is a good car mechanic. The “referral” variant
of a trust purpose is recursive so that any transitive trust
path, with arbitrary length, can be expressed using only Figure 3: Combination of parallel trust paths
two variants of a single trust purpose.

The idea of constructing paths of transitive trust based
on a single trust purpose with functional and referral vari-  |n the case where Alice receives conflicting recom-
ants is captured by the following definition. mended trust, e.g. both trust and distrust, then she needs

_ , , ) some method for combining these conflicting referrals in
Definition 3 (Matching Trust Purposes) A valid transi-  grder to derive her trust in David.

tive trust path requires that the last edge in the path repre-

sents functional trust and that all other edges in the path

represent referral trust, where the functional and the re-5 Structured Notation
ferral trust edges all have the same trust purpose.

Hﬁ * tri I?t

-l Claire
ref.

combined trust

Transitive trust networks can involve many principals, and

A transitive trust path therefore stops with the firstin the examples below, capital lettes B, C, D, E andF
functional trust edge encountered and when there are nwill be used to denote principals instead of names such as
more outgoing referral trust edges. It is of course possiblélice and Bob.
for a principal to have both functional and referral trust ~We will use basic constructs of directed graphs to rep-
in another principal but that should be expressed as tweesent transitive trust networks. We will add some nota-
separate trust edges. The existence of both a functiondion elements which allow us to express trust networks in
and an referral trust edge e.g. from Claire to David shoulda structured way.
be interpreted as Claire having trust in David not only to A single trust relationship can be expressed as an edge,
be a good car mechanic but also to recommend other cavhere the vertices are the trust originator and the trust tar-
mechanics. get respectively. For example the edgg B) means that

The examples above assume some sort of absolute trugttrustsB.
between the agents in the transitive path. In reality trust The symbol *” will be used to denote the transitive
is never absolute, and many researchers have proposedaonnection of two consecutive trust edges to form a tran-
express trust as discrete verbal statements, as probabilitisgive trust path.
or other continuous measures. One observation which can The trust relationships of Fig.2 can be expressed as:
be made from a human perspective is that trust is weak-
ened or diluted through transitivity. By taking the example (A,D)=(A,B):(B,C):(C,D) 1)
above, it means that Alice’s derived trust in the car me-
chanic David through the recommenders Bob and Clairavhere the trust purpose is implicit. Let the trust purpose be
can be at most as strong as Claire’s trust in David. defined asP; “trusts X to be a good car mechanicLet

It could be argued that negative trust within a transi-the functional variant be denoted P and the referral
tive path can have the paradoxical effect of strengtheningariant byrP. A distinction can be made between initial
the derived trust. Take for example the case where Aldirect trustand derivedndirect trust Whenever relevant,
ice trusts Bob, Bob distrusts Claire, and Claire distrustghis can be indicated by prefixing the letiéto the trust
David. In this situation Alice might actually derive pos- purpose to indicate direct trust®), and to prefix the let-
itive trust in David, since she relies on Bob's advice andter ¢ to the trust purpose to indicate indirect trusPy.
Bob says: “Claire is a cheater, do not rely on her!”. SoThis can be combined with referral and functional trust so
the fact that Claire distrusts David might count as a pro-that for example indirect functional trust can be denoted
David argument from Alice’s perspective. The questionasifP. The trust purpose can then be explicitly included
boils down to “is the enemy of my enemy my friend?”. in the trust edge notation as e.g. denoted AyB, dr P).
However this question relates to how trust is computed The trust network of Fig.2 can then be explicitly ex-
and derived, and this will be discussed in Sec.8 pressed as:

4 Parallel Trust Combination (A,D,ifP) o

It is common to collect referrals from several sources in =(A,B,drP): (B,C,drP): (C,D,dfP)
order to be better informed when making decisions. This
can be modelled gzarallel trust combination

Let us assume again that Alice needs to get her ¢
serviced, and that she asks Bob to recommend a good ¢

Let us now turn to the combination of parallel trust
aths, as illustrated in Fig.3. We will use the symbgl “
denote the connector for this purpose. Thésymbol



visually resembles a simple graph of two parallel paths, so It can be seen that the hidden trust network contains de-

that it is natural to use it in this context. pendencies because the eddk E) appears twice. Nei-
Alice’s combination of the two parallel trust paths from ther the perceived nor the hidden trust network is equal
her to David in Fig.3 can then be expressed as: to the real trust network, which indicates that this way of

passing referrals can produce incorrect results.
We argue thaB andC should pass the referrals explic-
(A, D.ifP)=" ((A,B,drP): (B.D.dfP)) g itlyas(B,D):(D,E)and(C,D): (D, E) respectively,
o ((A,C,drP): (C,D,dfP)) and this is certainly possible, but thelnneeds to be con-
vinced thatB andC' have not altered the referréD, F)
Let trust measures be denoted foywherei refers to  that they received fronb. If B andC are dishonest, they
a specific trust measure, and let Alice, Bob and Claire’smight for example try to change the recommended trust
trust measures bgq, pe and pug respectively. Let time measures related to the trust edde E). Not only that,
stamps be denoted by where; refers to a specific time, any party that is able to intercept the referrals senfito
and let the trust measures be time stampgd- and, might want to alter the trust values, adceeds to receive
respectively. Alice’s derived trust measure and time stamgvidence of the authenticity and integrity of the referrals.
are denoted by, and7,. The derived trust from the trust Cryptographic security mechanisms can typically be used
path of Fig.2 can then be expressed as: to solve this problem, and this will be discussed in more
detail in Sec.7.
It is thus necessary that receives direct trust referrals

(A, Dyif P pa,a) = (A, B,drP, p,m) unaltered and as expressed by the original recommending
:(B,C,drP, s, m2) (4)  party. An example of a correct way of passing referrals is
:(C,D,df P, us3,73) indicated in Fig.5

With this structured notation, arbitrarily large trustnet- - """~ -
works can be expressed. In most computational frame-
—.—| . oD o E

works it will be required that any trust edge can only ap-

pear once in the expression of a trust graph, because oth-

erwise, dependence and incorrectly derived trust measures *
could be the result, as explained below. j_._,*

N

correct trust

6 Trust Network Analysis

We will first explain why a referral should always be —* trust
passed in its original form from the recommender to the «--- referral
relying party, and not as indirect derived trust. Fig.4 shows . ) .

an example of how not to provide referrals. Figure 5: Correct analysis

,—@-- NERREFIN In the scenario of Fig.5 the trust network perceived by
" ~< e Ais equal to the real trust network which can be expressed

* ” *E as:
v\ \ . AE)= ((A,B): (B,D
i——-. ;Ll/ A= A @

incorrect trust

The lesson to be learned from the scenarios in Fig.4

— trust and Fig.5 is that there is a crucial difference between rec-
«--- referral ommending trust in a principal resulting from your own
experience with that principal and recommending trust in
Figure 4: Incorrect analysis a principal which has been derived as a result of referrals

from others. We will use the termlirect trustto denote
the former, andndirect trustfor the latter. Fig.4 illus-

In Fig.4 the trust and referral arrows are indexed ac4rated how problems can occur when indirect trust is rec-
cording to the order in which they are formed. In the sce-ommended, so the rule is to only recommend direct trust
nario of Fig.4, the initial trust links have index 1. Fildt  [10]. For exampleA’s derived indirect trust ir in Fig.5
passes his referral abofitto B andC (index 2) so thaf3 ~ should not be recommended to others.
andC are able to derive indirect trust ifi (index 3). Now Expressing transitive trust graphs in the form of e.qg.
B andC pass their derived indirect trust i to A (index  Eq. (7) is not always practical, for example when the trust
4) so that she can derive indirect trustin(index 5). As  network is complex, or when only parts of it are known.
a result,A perceives the trust network between her &d Instead, each isolated trust relationship can be expressed
to be individually, and an automated parser can establish valid

trust paths and graphs depending on the need.
The initial direct trust relationships of Fig.5 can for ex-

(A,E)=((A,B): (B,E))o((A,C): (C,E)) (5) amplebe listed as in Table 1 below.

A parser going through Table 1 will be able to deter-

The problem with this scenario is thalt is ignorant  mine the trust network of Fig.5. The principdl can be
about the fact thatB, F) = (B,D) : (D, FE) and that called a relying party because she relies on the referrals
(C,E) = (C,D) : (D, FE) so thatA in fact derives the from B, C and D to derive her trust inE. We will as-
following hidden trust network: sume that relying parties will always try to base derived

trust on the most recent referrals. In Table 1 it can be ob-

served that there are two entries for the trust dgeB),
) (B,D):(D,E)) (6)  andbased on the principle of the most recent trust expres-
: sion, the parser would select the last entry expressed by

(4,E) = ((4
o ((A



networks can be analysed as described in the previous sec-

Table 1: Initial direct trust relationships of Fig.5 tions.
. . If on the other hand trust in cryptographic keys can
Edge Purp. Vari. Meas. Time have varying measures, then the trust in every crypto-
graphic key must be determined before the primary trust
(A,B) P r pr o 1= 31.01.2005 network of interest can be analysed. Trust in public keys
(4,¢) P r p2 711 =31.01.2005 can be derived from trust in the various components of
(B,D) P r pz 11 = 31.01.2005 a PKI. A method for analysing trust in the authenticity of
(c,D) P r wy 1 = 31.01.2005 public keys in a PKl is described in detail in [10]. We build
(D,E) P f us 11 = 31.01.2005 on that model by explicitly separating between the func-
(A, B) P r ue T2 = 01.02.2005 tional and referral trust purposes, as illustrated in Fig.6
below.

(A, B,rP, ug, m2). If the relying partyA derives her trust
in E at or afterr,, then that trust can be expressed as:

(AaEvifPh.u"?vTQ) =
(((AaBadTPa ,uGaTQ) : ( D dTP) :LL37T1)) (8)

B7 )
% ((Aacv d’l"P, /1'277—1) (C7D,d7"P, /14477—1)))
(D, E.df P, pi5, 1)

In this example, the time stamp of the derived trust is ,,/ \ '/ ‘
set equal to the most recent time stamp of all the trust mea- === == =
sures used in the computation in order to give an indication E@E Il L]

of the freshness of the input data. HE

g
I3l
=
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oA L] AR AL
7 Integrity and Authenticity of Trust Referrals Trust purposes: > E
— dfP,: functional trust in certification v
Cryptography can be used to provide authenticity and in- — —» drp,: referral trust in certification :
tegrity of trust referrals. This in turn requires that every ... » dfP,: functional trust in key authenticity
participant holds a trusted (i.e. authentic) key. The pro-
cess of generating, distributing and using cryptographic Figure 6: Structure of trust purposes in PKI

keys is called key management, and this still is a major
and largely unsolved problem on the Internet today.
Public-key infrastructures (PKI) simplify key manage-
ment and distribution, but has very strict trust require-
ments. A PKI refers to an infrastructure for distributing e P;: “Trusts the CA to correctly certify public keys”
public keys where the authenticity of public keys is certi- ) .
fied by Certification Authorities (CA). A certificate basi- ® P»: “Trusts the public key to be authentic”
cally consists of the CA's digital signature on the public
key together with the owner identity, thereby linking the
key and the owner identity together in an unambiguou
way. In order to verify a certificate, the CA's public key is
needed, thereby creating an identical authentication pro

lem. The CAs public key can be certified by another CA il | . )
: ; ; uthenticity of B's public key, which can be denoted by
etc., but in the end you need to receive the public key O?A,B,dng). In addition, A has direct functional trust

some CA out-of-band in a secure way. Although out-of-

band channels can be expensive to set up and operate thES/B to correctly certify the public keys of subordinate

are absolutely essential in order to obtain a complete patfy”*S: Which can be denoted tiyl, B, df P1). Finally A
as direct referral trust if? for the same purpose, mean-

of trust from the relying party to the target public key. . . !
However, there gtregp%ter%tial trust p?obl%ms in tr%/is deng thatA trusts B to verify that subordinate CAs are able
sign. What happens if a CA issues a certificate but doe Ac%rrscﬁljy)cemfy public keys, which can be denoted by
) ,arty ).

not properly check the identity of the owner, or worse, B needs to trust’ for exactly the same purposes s
what happens if a CA deliberately issues a certificate t?rustsB. The trust that has inD does not need the re-

someone with a false owner identity? Furthermore, wha . !
happens if a private key with a corresponding public-key erral variant of P, because there are no subordinate CAs

certificate is leaked to the public domain by accident, otnderD. . . .
worse, by intent? Such events could lead fo systems alg D's trust in the usel is the simplest, because it only

Two different trust purposes are used:

In Fig.6 it is assumed that the relying partyhas ob-
dained the public key oB. SinceB is a root CA, Alice
must have obtained the key through a secure out-of-band
gehannel.  Depending on the security of that out-of-band
channel, Alice has a level of direct functional trust in the

; ; ; - the authenticity &'s public-key, which can
users making totally wrong assumptions about identitie Ocuses on '
in computer networks. Clearly CAs must be trusted toP€ denoted byD, E,df P ).

P The relying partyA is interested in deriving a measure
Rﬁsﬁggigtp?g?eg t?]%iﬁhperli(/;g Eé;)/ps).erly and users must bgf authenticity of userE’s public key through the trust

When including security in the description of our web of this PKI. With the specified trust purposes and trust

scheme, it must be assumed that every principal has a pubglationships, this can be expressed as:
lic/private key pair that can be used for authentication and

encryption. We can either assume that the public keys are (A,E,ifPy) =

absolutely trusted (i.e. that the relying party is absolutely Al
certain about their authenticity) or that they too can have

various levels of trustworthiness. The easiest is of course ggé’ g’ g}c%g //t Eg’ g’ g}c?; //§ ((g’ 5,37‘51)))) 9)
to assume absolute trust, because then the authenticity and cDd P2 D d Pl » & AT
integrity of the trust referrals can be assumed, and trust Eg) I ’dffP 2)) A (C, D, df 1))

s I 2



The existence of up to three separate trust edges b& Measuring and Computing Trust
tween parties requires some method for combining them
together. Various methods can be imagined for this purin previous sections we have indicated some intuitive prin-
pose and one possibility is to use conjunction (i.e. logicalciples that trust measures and computational rules should
AND in the binary case) of the two trust purposes[10]. follow. This section describes additional requirements that
The connector A” is used in EqQ.(9) to denote that a con- trust measures and operators should satisfy. Sec.9 below
junction of the trust purposes is needed, e.g. meaning thalescribes a practical example of how measures of trust can
A must trustB to have an authentic key, AND to provide be mathematically expressed and derived.
reliable certification, AND to verify that subordinate CAs ~ While trust has no natural or physical measurable
also provide reliable certification. units, its value can be measured as subjective probability

The consequence of having to derive trust in publicin the simplest models, or as a function of multiple com-
keys is that the relying party might have to analyse a sepgsonents such as reliability, utilities and risk attitudes in
rate auxiliary trust network for every principal in the trust more complex models [16, 23]. Many trust measures and
network of interest. Deriving indirect trust in a remote trust derivation schemes have been proposed in the liter-
party would then have to take the authenticity of the publicature varying from discrete measures [25, 1, 3, 4, 20] to
keys into account in addition to the trust in the principal. continuous measures [21, 2, 10, 11, 19, 8, 18, 24].
We will illustrate this with a very simple example, such as  Typical discrete trust measures are for example “strong
for delivering an online service, wheréreceived a trust  trust”, “weak trust”, strong distrust” and “weak distrust”.
referral fromFE aboutF for a particular purpose. The trust PGP[25] is a well known software tool for cryptographic
relationships that have to be taken into account are illuskey management and email security that for example uses
trated in Fig.7 below. The partie$ and E are the same the discrete trust measures “ultimate”, “always trusted”,
as those in Fig.6, and is now using the trust she derived “usually trusted”, “usually not trusted” and “undefined”
from the PKI. Two different trust purposes are used: for key owner trust. In order to obtain compatibility be-
C . - tween discrete and continuous methods it should be possi-
e P: “Trusts the public key to be authentic ble to interpret such discrete verbal statements by mapping
e Py: “Trusts the agent to provide quality service” ~ them to continuous measures.

When measuring trust, it is critical that the trust value

is meaningfuko andusableby both the originator and the
target transacting partners. Otherwise, if trust is subjec-

F
o _ »m - o tively measured by each party using different methods and
- dfP, *

>
m

scales, the value becomes meaningless and unusable. By
explicitly defining P, and P, in the scenarios above, we
~ 4 ensure that the interacting parties have a common under-
TN ) : standing of the trust purpose, which is a prerequisite for
fP .~ A - ’
- \de.”Ed.tESt- - deriving meaningful trust values for one another.
As mentioned in Sec. 2imeis an element that should

Trust purposes: be captured together with trust measures. This element is

---------- » ifP,: indirect functional trust in key authenticity necessary not only to demonstrate how trust is evolving,

— —» drP;,; direct referral trust in service provision but also in order to enable transaction partners to assess

— dfP;: direct functional trust in service provision trus,tl %al-sed on, for example, the most recent trust value
available.

— - —» ifP; indirect functional trust in service provision Determining theconfidenceof the trust measure is

also a requirement. For example, the weakening of trust
through long transitive paths should result in a reduced
confidence level, and not necessarily lead to distrust. On
We will again use the symbol to denote conjunc- the other hand, a large number of parallel referrals should

tion of two required trust pUrposes between the same pafieSult in an increased confidence level.

of entities. A’s derived trust in service providéf can then Finally, in order to derive trust measures from a truhst
be expressed as: network there must be explicit methods for combining the

trust measures along a transitive path as in Fig.2, for com-
bining the trust measures of parallel paths as in Fig.3 as

Figure 7: Trust transitivity with authenticated public keys

(A F,ifPs) = well as for combining trust measures in a conjunction of
(10)  trustrelationships as in Fig.7. Various methods and princi-
(A E,ifP) AN (A, E,drP3)) : (E, F,df Ps) ples for deriving trust from such combinations have been

proposed in the literature [10, 25, 1, 4, 11, 19, 18]. The
For a parser to be able to derive this trust network, itvalidation and suitability assessment of any computational
is of course required that the relying paryhas received approach should be based on simulations and usability
and stored all these trust referrals for example in the fornstudies in environments equal or similar to those where
of a table similar to Table 1. Only the first trust purpose init is intended for deployment.
a conjunctive trust relationship is used by the parser to de-
termine the actual trust network. The second trust purpos
is only used when computing the derived trust measure.
To illustrate the role of key authenticity, take for ex- : . . .
ample the case when a principal is recommended to pBelief calculus is a mathematical framework that provides
reliable but that the binding between the principal and hiOP€rators that can be used for computing trust transitivity
key is broken, e.g. because it is known that the private ke{ compliance with the requirements described in the pre-

§ Trust Derivation with Subjective Logic

has been stolen by an intruder. The conjunction betweel{ioUS Section. In this section we describes how trust can
trust in the principal and the distrust in his key would re- 0€ €xpressed and derived with belief calculus, and finally
sult in reduced trust, indicating that a principal identified 91V & numerical example.

by this particular public key can not be strongly trusted

despite an otherwise positive trust referral. This is what9.1 Subjective Logic Fundamentals

intuition would dictate because it is now possible that re- . .

ferrals that appear to come from the principal in fact orig-Belief theory is a framework related to probability the-

inate from the intruder who stole the private key and whoOry, but where the sum of probabilities over all possible
is not trusted. outcomes not necessarily add up to 1, and the remaining



probability is assigned to the union of possible outcomesvalue 0 on the edge which joins the uncertainty and dis-
Belief calculus is suitable for approximate reasoning inbelief vertices and takes value 1 at the belief vertex. In
situations where there is more or less uncertainty aboubther wordsp,. is equal to the quotient when the perpen-
whether a given proposition is true or false. dicular distance between the opinion point and the edge
Subjective logic[11] represents a specific belief calcu-joining the uncertainty and disbelief vertices is divided by
lus that uses a belief metric calleginionto express be- the perpendicular distance between the belief vertex and
liefs. An opinion denoted by = (b4,d2, u#,a) ex-  the same edge. The parametéjsandu, are determined
presses the relying party’s belief in the truth of state- Similarly. The edge joining the disbelief and belief ver-
mentz. Hered, d, and u represent belief, disbelief tices is called the probability axis. The relative atomicity
and uncertainty, and relative atomicity respectively wherds indicated by a point on the probability axis, and the pro-
b4, dA w2, a2 € [0,1] and the following equation holds: J€ctor starting from the opinion point is parallel to the line
wr T e ’ that joins the uncertainty vertex and the relative atomic-
bA LA Lyl =1, (11) ity point on the probability axis. The point at which the
* v * projector meets the probability axis determines the expec-
The parameten? reflects the size of the state spacetation value of the opiniori,e. it coincides with the point
from which the statement is taken. In most cases the corresponding to expectation valbg+ a,u,..

state space is binary, in which casg = 0.5. The relative Opinions can be ordered according to probability ex-
atomicity is used for computing an opinion’s probability pectation value, but additional criteria are needed in case
expectation value expressed by: of equal probability expectation values. We will use the
following rules to determine the order of opinions[11]:
E(w?) = b2 + afu? | (12) Letw, andw, be two opinions. They can be ordered

meaning thata determines how uncertainty shall con- according to the following rules by priority:

tribute toE(w?). When the statement for example says 1. The opinion with the greatest probability expectation
“Party B is honest and reliable’then the opinion can be is the greatest opinion.

interpreted as trust if, which can also be denotedag.

The opinion notation4 can be used to represent trust
relationships, wherel angB are the trust originator and
target respectively, andA, B) is the trust edge. The Opinions can be expressed as beta PDFs (probabil-
opinion notation normally represents trust relationships asty density functions). The beta-family of distributions is
combination of vertexes rather than edges. While the edga continuous family of distribution functions indexed by
and vertex notations are equivalent, their difference is thathe two parametera and 3. The beta PDF denoted by
vertex notation is the most compact, and edge notation iseta(«, 3) can be expressed using the gamma function
the most explicit because it corresponds directly to algeas:

braic expressions. The connector symbdlahd “o” can ( 5

be used in both edge and vertex notation. I'(a+ o1 1

For example the following trust network in vertex no- beta(a, ) = OO (1-p)” (14)
tation:

2. The opinion with the least uncertainty is the greatest
opinion.

where0 < p < 1 anda, 8 > 0, with the restriction that
the probability variablep # 0if o < 1, andp # 1 if

< 1. The probability expectation value of the beta dis-
bution is given by:

A:E=(A:B:D)o(A:C:D)): E (13)

is equivalent to Eq.(7) in edge notation and represents thgi
trust network of Fig.5.

The opinion space can be mapped into the interior _
of an equal-sided triangle, where, for an opiniop = E(p) = a/(a+5). (15)
(by, da, ug, az), the three parametebs, d, andu,, deter- The following mapping defines how opinions can be
mine the position of the point in the triangle represe”“”grepresented as beta PDFs
the opinion. Fig.8 illustrates an example where the opin- '
ion about a propositiom from a binary frame of discern- (be, o s, )
ment has the valug, = (0.7, 0.1, 0.2, 0.5). Ly Ty By (16)

u

Uncer:tlajnty — beta (% + 2a,, 2‘1‘” +2(1 - ax)> .

This means for example that an opinion with = 1
anda, = 0.5 which maps tdeta (1,1) is equivalent to a
uniform PDF. It also means that a dogmatic opinion with
u, = 0 which maps tdbeta (b7, d,n) wheren — oo
is equivalent to a spike PDF with infinitesimal width and
infinite height. Dogmatic opinions can thus be interpreted
as being based on an infinite amount of evidence.
Projector ‘When nothing is known, tha priori distribution is the
uniform beta withoe = 1 and = 1 illustrated in Fig.9.
Then afterr positive ands negative observations the

Example opinion:
wy=(0.7,0.1, 0.2, 0.

o : 0T T N 1na a posterioridistribution is the beta PDF with the param-
Disbelief 0 a’x ‘ ExX) 1 Belief etersa = r+ 1 andfg = s 4+ 1. For example the beta
Probability axis PDF after observing 7 positive and 1 negative outcomes is

illustrated in Fig.10. This corresponds to the opinion of
. R . . - Fig.8 through the mapping of Eq.(16).

Figure 8: Opinion triangle with example opinion A PDF of this type expresses the uncertain probability
that a process will produce positive outcome during future
observations. The probability expectation value of Fig.10.
is E(p) = 0.8. This can be interpreted as saying that the
Telative frequency of a positive outcome in the future is
somewhat uncertain, and that the most likely value is 0.8.

The top vertex of the triangle represents uncertainty.
the bottom left vertex represents disbelief, and the bot
tom right vertex represents belief. The parameteis
the value of a linear function on the triangle which takes



° where the derived opinianZ:Z is defined by:
3 1 bAB — pAbD
g xr x
o | A = bhd?
2 (18)
-l 1 B = df -+ uh + bpdE
§1 adiB — ¢B |
o5 02 04 08 08 1 The effect of discounting in a transitive path is that
Probabilityp uncertainty increases (and not disbelief) [12].
Figure 9: Uniform beta PDF: beta(1,1) e Consensuss equivalent to statistical Bayesian up-

dating. The consensus of two possibly conflicting
opinions is an opinion that reflects both opinions in

5 a fair and equal way. Let? = (b2, d2, us, ad)

x T T
R andw? = (bB,dB, uB, aB) be A’s and B’s opinions
&4 1 about the same propositian The opinionw4°? =
7 (bAoB qAoB yA°B ¢4°B) s then called the con-
>0 ) sensus between? andw?, denoting an imaginary
j: agent[A, B]'s opinion aboutr, as if she represented
z 2 1 both A and B. By using the symbold)’ to designate
3 this operator, we can write:
£ b
Wit =wl @ w (19)
0 | 1 1
0 02 4 cbetility o 08 ! where the derived consensus opinion is defined by:
A, B B, A
Figure 10: Example beta PDF: beta(8,2) boB = ptatloie,
A B B, A
3o = Sy
The variablep in Eq.(14) is a probability variable, so (20)
that for a giverp the probability densitypeta(a, 3) repre- A — uguy
sents second order probability. The first-order variable x ug+ug —ufug
represents the probability of an event, whereas the density AoB s
beta(a, 3) represents the probability that the first-order Ay~ = Gy

variable has a specific value.

By definition, the expectation value of the PDF is al- where it is assumed that' = . Limits can be
ways equal to the expectation value of the correspond- computed [13] fori = uB = 0. The effect of the
ing opinion. This provides a sound mathematical basis  nsensus operator is to amplify belief and disbelief
for combining opinions using Bayesian updating of beta and reduce uncertainty.

PDFs. '

The discounting and consensus operators will be
9.2 Trust Reasoning with Subjective Logic used for the purpose of deriving trust measures in the

example below. Demonstrators for subjective logic

Subjective logic defines a number of operators[11, 14, 17]operators and trust derivation are available online at:
Some operators represent generalisations of binary logibttp://security.dstc.com/spectrum/trustengine/ .
and probability calculus whereas others are unique to be-
lief theory because they depend on belief ownership. Herg 5 Example Derivation of Trust Measures
we will only focus on thadiscountingand theconsensus ™
operators. The discounting operator can be used to derivehis numerical example is based the trust network of
trust from transitive trust paths, and the consensus operdrig.5. Table 2 specifies trust measures expressed as opin-
tor can be used to combine parallel transitive trust pathsons. The DSTC Subjective Logic APwas used to com-
These operators are described below. pute the derived trust values.

By applying the discounting and consensus operators

o Discountingis used to compute trust transitivity. AS- o the expression of Eq.(8), the derived indirect trust mea-
sume two agentsl and B whereA has referral trust  g;re can be computed.

in B for the purpose of judging the truth of propo-

sition z denoted byv = (b, d, us,af). In ad- e Casea:
dition B has function trust in the truth of proposi-
tion z, denoted byw? = (b%,dZ,u, af). Agent First assume thatd derives her trust inE on
A can then derive her trust in by discountingB’s 31.01.2005, in which case the first entry fet, B) in
trust inz with A’s trust in B, denoted byw:f = Table 2 is used. The expression for the derived trust
(bA:B_ gAB A8 oAB). By using the symbole’ measure and the numerical result is given below.
to designate this operator, we can write:
DB — o g P 17) wi = (wp @wp)® (w§ ®wh)) ®wp

(21)
= (0.74, 0.00, 0.26, 0.50)

LAvailable at http://security.dstc.com/spectrum/



Table 2: Example direct trust measures with reference to Fig.5

Trust Edge Purpose Variant Trust Measure Time
(A, B) r wa = (0.9, 0.0, 0.1, 0.5) 7 = 31.01.2005
(A,0) r wéd = (0.9, 0.0, 0.1, 0.5) 7 = 31.01.2005
(B,D) T wB =1(0.9, 0.0, 0.1, 0.5) 7 = 31.01.2005
(C,D) T w$§ = (0.3, 0.0, 0.7, 0.5) 7 = 31.01.2005
(D,E) f wP =(0.9, 0.0, 0.1, 0.5) 7, = 31.01.2005
(A, B) r Wi = (0.0, 0.9, 0.1, 0.5) 75 = 01.02.2005
with probability expectation value: !
oL i
E(wa) = 0.87 . (22) oL |
e Caseb: § “r 1
Let us now assume that, based on new experience on & .l |
01.02.2005A’s trust in B suddenly is reduced to that
of the last entry for(A, B) in Table 2. As a result ir 1
of this A needs to update her derived trusthihand ‘ ‘ ‘ ‘
computes: % 02 04 06 08 1
Probability
wi = (g ®wh) @ (Wi ®wE)) ®wp

Figure 12: Case b) derived trust' = betg1.8, 1.0)

= (0.287, 0.000, 0.713, 0.500)
(23)

with probability expectation value not cause derived distrust in the final functional purpose,

' but rather the derived trust in the final purpose to be more
E(wg') =0.64. (24)  uncertain.
The only way to pass distrust intact through a transitive
The derived trust measures can be translated into bef@ath is when the last trust edge is negative (i.e. distrust)
PDFs according to Eq.(16) and visualised as density funcand all the other trust edges in the path are positive. Thus,
tions as illustrated by F|g]_]_ and F|gj_2 below. ?Istrt'usttnee?(s trust in order to propagate through transitive
rust networks.

7

6 10 Conclusion

°r We have described principles for modelling trust transi-
tivity that utilise elements of graph theory with additional
semantic elements and connectors. This can be expressed
with a structured notation that allows concise representa-
tion of transitive trust networks.

We described requirements that need to be satisfied in
order to make trust transitivity valid. Firstly it is necessary
to have matching and semantically consistent trust pur-
poses along transitive trust paths. In particular, we showed
that every edge in the path must have the same trust pur-
. . ose where the last edge has the functional variant of the

Figure 11: Case a) derived trust; = betg6.7, 1.0) tprust purpose and all prgvious edges have the referral vari-

ant of the trust purpose.
. L _ Secondly it is a safety requirement that only direct

_It can be seen that the trust illustrated in Fig.11 is rel-tryst based on personal experience and first hand evidence
atively strong but that the trust in Fig.12 approaches thehould be communicated in a trust referral, as communi-
uniform distribution of Fig.9, and therefore is very uncer- cating indirect trust based on second hand evidence can
tain. The interpretation of this is that the distrust intro- result in incorrect trust derivation.
duced in thg(A, B) edge in case b) has rendered the path  we described how integrity and authenticity of refer-
A: B: D : E (in vertex notation) useless, i.e. whein  ra|s in transitive trust paths can be protected by overlaying
distrustsB, then whateve3 recommends is completely networks of authentication such as PKis.
discounted. Itis as i3 had not recommended anything at  without referring to any particular algebra or computa-
all. As a result,A’s derived trust inE” must be based on tional methods, we presented several requirements for ex-

the path4 : C': D : E (in vertex notation) which was al- pressing and computing trust measures. We showed that
ready weak from the start. Thus distrust in a referral does

Probability density

Probability



belief calculus is a possible candidate for computing tran{15] A. Jgsang, S. Hird, and E. Faccer. Simulating the Ef-
sitive trust.

Finally we described a practical example of applying
belief calculus for deriving transitive trust using the belief
operators of subjective logic, accompanied with visualisa-

tion of the derived trust measures using probability densit)[16]

functions.
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