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Abstract

This paper proposes two wrapper based feature selec-
tion approaches, which are single feature ranking and
binary particle swarm optimisation (BPSO) based
feature subset ranking. In the first approach, indi-
vidual features are ranked according to the classifi-
cation accuracy so that feature selection can be ac-
complished by using only a few top-ranked features
for classification. In the second approach, BPSO
is applied to feature subset ranking to search dif-
ferent feature subsets. K-nearest neighbour (KNN)
with n-fold cross-validation is employed to evaluate
the classification accuracy on eight datasets in the
experiments. Experimental results show that using
a relatively small number of the top-ranked features
obtained from the first approach or one of the top-
ranked feature subsets obtained from the second ap-
proach can achieve better classification performance
than using all features. BPSO could efficiently search
for subsets of complementary features to avoid redun-
dancy and noise. Compared with linear forward se-
lection (LFS) and greedy stepwise backward selection
(GSBS), in almost all cases, the two proposed ap-
proaches could achieve better performance in terms
of classification accuracy and the number of features.
The BPSO based approach outperforms single feature
ranking approach for all the datasets.

Keywords: Feature selection, Particle swarm optimi-
sation, Single feature ranking, Feature subset ranking

1 Introduction

In many fields such as classification, a large number
of features may be contained in the datasets, but not
all of them are useful for classification. Redundant or
irrelevant features may even reduce the classification
performance. Feature selection aims to pick a subset
of relevant features that are sufficient to describe the
target classes. By eliminating noisy and unnecessary
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features, feature selection could improve classification
performance, make learning and executing processes
faster, and simplify the structure of the learned mod-
els (Dash & Liu 1997).

The existing feature selection approaches can be
broadly classified into two categories: filter ap-
proaches and wrapper approaches. The search pro-
cess in filter approaches is independent of a learning
algorithm and they are argued to be computation-
ally less expensive and more general than wrapper
approaches (Dash & Liu 1997). On the other hand,
wrapper approaches conduct a search for the best fea-
ture subset using the learning algorithm itself as part
of the evaluation function. In a wrapper model, a fea-
ture selection algorithm exists as a wrapper around a
learning algorithm and the learning algorithm is used
as a “black box” by the feature selection algorithm.
By considering the performance of the selected fea-
ture subset on a particular learning algorithm, wrap-
pers can usually achieve better results than filter ap-
proaches (Kohavi & John 1997).

A feature selection algorithm explores the search
space of different feature combinations to optimise the
classification performance. The size of search space
for n features is 2n, so it is impractical to search the
whole space exhaustively in most situations (Kohavi
& John 1997). Single feature ranking is a relaxed ver-
sion of feature selection, which only requires the com-
putation of the relative importance of the features and
subsequently sorting them (Guyon et al. 2003). Fea-
ture selection can be accomplished by using only the
few top-ranked features for classification. However,
not much work has been done on wrapper based sin-
gle feature ranking (Neshatian & Zhang 2009). Sin-
gle feature ranking is computationally cheap, but the
combination of the top-ranked features may be a re-
dundant subset. The performance obtained by this
subset could possibly be achieved by a smaller subset
of complementary features.

In order to avoid exhaustive search, greedy al-
gorithms are introduced to solve feature selection
problems such as sequential forward selection (SFS)
(Whitney 1971) and sequential backward selection
(SBS) (Marill & Green 1963). They are the two
most commonly used greedy search algorithms that
are computationally less expensive than other ap-
proaches. Thus they are used as the basis for bench-
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mark techniques to test novel approaches. Existing
feature selection approaches, such as greedy search
algorithms, suffer from a variety of problems, such
as stagnation in local optima and high computational
cost. Therefore, an efficient global search technique is
needed to address feature selection problems. Parti-
cle swarm optimisation (PSO) is such a global search
technique, which is computationally less expensive,
easier to implement, has fewer parameters and can
converge more quickly than other techniques, such as
genetic algorithms (GAs) and genetic programming
(GP). PSO has been successfully applied in many ar-
eas and it has been shown to be a promising method
for feature selection problems (Yang et al. 2008, Un-
ler & Murat 2010, Yang et al. 2008). However, PSO
has never been applied to feature subset ranking (See
Section 4), which is expected to obtain many feature
subsets to meet different requirements in real-world
applications.

1.1 Goals

This paper aims to develop a new approach to feature
subset ranking for feature selection in classification
problems with the goal of using a small number of
features to achieve better classification performance.
To achieve this goal, we will develop two new algo-
rithms for finding a subset of features for classifica-
tion. The two algorithms will be examined and com-
pared with conventional feature selection approaches
on eight benchmark datasets with different numbers
of features and instances. Specifically, we will

• develop a simple wrapper based single feature
ranking algorithm and investigate whether the
combination of some top-ranked features gener-
ated by this algorithm can achieve better perfor-
mance than using all features and can outper-
form conventional approaches; and

• develop a feature subset ranking algorithm us-
ing BPSO with heuristic search and investi-
gate whether this algorithm can outperform the
method of using all features, conventional ap-
proaches and the single feature ranking algo-
rithm.

1.2 Organisation

The remainder of the paper is organised as follow.
Background information is provided in Section 2. Sec-
tion 3 describes the proposed wrapper based single
feature ranking algorithm. The BPSO based feature
subset ranking algorithm is proposed in Section 4.
Section 5 describes experimental design and Section
6 presents experimental results with discussions. Sec-
tion 7 provides conclusions and future work.

2 Background

2.1 Particle Swarm Optimisation (PSO)

PSO is an evolutionary computation technique pro-
posed by Kennedy and Eberhart in 1995 (Kennedy &
Eberhart 1995). In PSO, each solution can be rep-
resented as a particle in the search space. A vector
xi = (xi1, xi2, ..., xiD) presents the position of par-
ticle i, where D is the dimensionality of the search
space. The velocity of particle i is represented as
vi = (vi1, vi2, ..., viD). The best previous position of
each particle is recorded as the personal best called
Pbest and the best position obtained thus far is called
Gbest. The swarm is initialised with a population of
random solutions and searches for the best solution by
updating the velocity and the position of each particle
according to the following equations:

xt+1
id = xt

id + vt+1
id (1)

vt+1
id = w ∗ vtid + c1 ∗ r1 ∗ (pid − xt

id)

+ c2 ∗ r2 ∗ (pgd − xt
id) (2)

where t denotes iteration t in the search process. c1
and c2 are acceleration constants. r1 and r2 are
random values uniformly distributed in [0, 1]. pid
presents the Pbest and pgd stands for the Gbest.
w is inertia weight. The velocity vtid is limited by
a predefined maximum velocity, vmax and vtid ∈
[−vmax, vmax].

PSO was originally introduced as an optimization
technique for real-number search spaces. However,
many optimization problems occur in a space fea-
turing discrete, qualitative distinctions between vari-
ables and between levels of variables. To extend the
implementation of the original PSO, Kennedy and
Eberhart (Kennedy & Eberhart 1997) developed a bi-
nary particle swarm optimisation (BPSO) for discrete
problems. The velocity in BPSO represents the prob-
ability of element in the particle taking value 1 or
0. Equation (2) is still applied to update the velocity
while xid, pid and pgd are integers of 1 or 0. A sigmoid
function s(vid) is introduced to transform vid to the
range of (0, 1). BPSO updates the position of each
particle according to the following formulae:

xid =

{
1, if rand() < s(vid)
0, otherwise

(3)

where

s(vid) =
1

1 + e−vid
(4)

where s(vid) is a sigmoid limiting transformation.
rand() is a random number selected from a uniform
distribution in [0,1].

2.2 BPSO for Feature Selection

Generally, when using BPSO to solve feature selection
problems (Unler & Murat 2010, Yang et al. 2008), the
representation of a particle is a n-bit binary string,

CRPIT Volume 122 - Computer Science 2012

28



where n is the number of features and the dimen-
sionality of the search space. The feature mask is in
Boolean such that “1” represents the feature will be
selected and “0” otherwise. Many BPSO based filter
and wrapper feature selection approaches have been
proposed in recent years.

Chakraborty (2008) compares the performance of
BPSO with that of GA in a filter feature selection
approach with fuzzy sets based fitness function. The
results show that BPSO performs better than GA in
terms of classification accuracy.

Inertia weight can improve the performance of
BPSO by properly balancing its local search and
global search. Yang et al. (2008) propose two strate-
gies to determine the inertia weight of BPSO. Ex-
periments on a wrapper feature selection model sug-
gest that the two proposed BPSOs outperform other
methods, including sequential forward search, plus
and take away, sequential forward floating search, se-
quential GA and different hybrid GAs. In order to
avoid the particles converging at local optima, Yang
et al. (2008) propose a strategy to renew the Gbest
during the search process to keep the diversity of
the population in BPSO. In the proposed algorithm,
when Gbest is identical after three generations, a
Boolean operator ‘and(.)’ will ‘and’ each bit of the
Pbest of all particles in an attempt to create a new
Gbest. Experimental results illustrate that the pro-
posed method usually achieves higher classification
accuracy with fewer features than GA and standard
BPSO.

Chuang et al. (2008) also develop a strategy for
Gbest in BPSO for feature selection in which Gbest
will be reset to zero if it maintains the same value
after several iterations. Experiments with cancer-
related human gene expression datasets show that the
proposed BPSO outperforms the algorithm proposed
by Yang et al. (2008) in most cases.

Wang et al. (2007) propose an improved BPSO by
defining the velocity as the number of elements that
should be changed. The performance of the improved
BPSO is compared with that of GA in a filter feature
selection model based on rough sets theories. Experi-
mental results show that the improved BPSO is com-
putationally less expensive than GA in terms of both
memory and running time. They also conclude that
most of the running time is consumed by the compu-
tation of the rough sets, which is a drawback of using
rough sets to solve the feature selection problems.

Unler & Murat (2010) modify the standard BPSO
by extending social learning to update the velocity
of the particles. Meanwhile, an adaptive feature sub-
set selection strategy is developed, where the features
are selected not only according to the likelihood cal-
culated by BPSO, but also according to their con-
tribution to the subset of features already selected.
The improved BPSO is applied to a wrapper fea-
ture selection model for binary classification prob-
lems. Experimental results indicate that the proposed
BPSO method outperforms the tabu search and scat-
ter search algorithms.

Alba et al. (2007) combine a geometric BPSO with
a support vector machine (SVM) algorithm for fea-
ture selection, where the current position, Pbest and
Gbest of a particle are used as three parents in a
three-parent mask-based crossover operator to create
a new position for the particle instead of using the po-
sition update equation. Experiments on high dimen-
sional microarray problems show that the proposed
algorithm could achieve slightly higher accuracy than
GA with SVM in most cases. Meanwhile, experiments
also show that the initialisation of the BPSO had a
great influence in the performance since it introduces
an early subset of acceptable solutions in the evolu-
tionary process.

Talbi et al. (2008) propose a geometric BPSO and
compare it with GA using SVM for the feature selec-
tion in high dimensional microarray data. They con-
clude that the performance of the proposed BPSO
is superior to GA in terms of accuracy. Liu et al.
(2011) propose a multiple swarm BPSO (MSPSO) to
search for the best feature subset and optimise the
parameters of SVM. Experimental results show that
the proposed feature selection methods could achieve
higher classification accuracy with a smaller subset of
features than grid search, standard BPSO and GA.
However, the proposed MSPSO is computationally
more expensive than other three methods because of
the large population size and complicated communi-
cation rules between different subswarms.

Huang & Dun (2008) develop a wrapper feature
selection method based on BPSO and SVM, which
uses BPSO to search for the best feature subset and
continuous PSO to simultaneously optimise the pa-
rameters in the kernel function of SVM, respectively.
Experiments show that the proposed algorithm could
determine the parameters, search for the optimal fea-
ture subset simultaneously and also achieve high clas-
sification accuracy.

Many studies have shown that BPSO is an efficient
search technique for feature selection. Therefore, it is
selected as the basic tool for developing new feature
subset ranking algorithms in this paper.

3 Wrapper Based Single Feature Ranking

We propose a wrapper based single feature ranking
approach, where the relative importance of each fea-
ture is measured by its classification accuracy.

Algorithm 1 shows the pseudo-code of the pro-
posed wrapper based single feature ranking approach.
In this approach, each dataset is divided into two sets:
a training set and a test set. In both the training set
and the test set, K-nearest neighbour (KNN) with n-
fold cross-validation is employed to evaluate the clas-
sification accuracy. A detailed discussion of why and
how n-fold cross-validation is applied in this way is
given by Kohavi & John (1997). In this algorithm,
firstly, in order to make sure n-fold cross-validation is
always performed on the n fixed folds, both the train-
ing set and the test set are divided into n folds when
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Algorithm 1: The wrapper based single feature ranking algorithm

1 begin
2 divide the training set to n folds; // n-fold cross-validation

3 divide the test set to n folds;
4 for d=1 to number of features do
5 keep feature d and remove all the other features from training set ; // training set only

contains feature d
6 use KNN with n-fold cross-validation to evaluate the classification accuracy of feature d for the

training set;
7 end
8 rank the features according to the classification accuracy;
9 for d=1 to number of features do

10 keep d top-ranked features and remove the others from the test set;
11 use KNN with n-fold cross-validation to evaluate the classification accuracy of d top-ranked

features for the test set;
12 end
13 return classification accuracy achieved by each feature;
14 return the order of features;
15 return the classification accuracies achieved by the successive numbers of the top-ranked features;

16 end

Algorithm 2: The BPSO based feature subset ranking algorithm

1 begin
2 divide the training set to n folds // n-fold cross-validation

3 divide the test set to n folds;
4 initialise a feature subset S by randomly selecting 1 feature;
5 for d=1 to number of features do
6 initialise half of the swarm in BPSO with S;
7 initialise the other half of the swarm with a subset randomly selecting d features;
8 while maximum iteration or fitness=1 is not met do
9 for p=1 to number of particles do

10 calculate sum (number of the selected features by particle p);
11 if sum > d then
12 randomly exclude (sum− d) features;
13 end
14 else if sum < d then
15 randomly include (d− sum) features;
16 end
17 use KNN with n-fold cross-validation to evaluate the fitness of particle p

// classification accuracy of d features selected by particle p for the

training set

18 end
19 for p=1 to number of particles do
20 update Pbestp and Gbest;
21 end
22 for p=1 to number of particles do
23 update the velocity of particle p (Equation 2);
24 update the position of particle p (Equations 3 and 4);

25 end

26 end
27 record the evolved feature subset and the corresponding classification accuracy;
28 S ← the recorded feature subset in Line 27;

29 end
30 rank the learnt feature subsets;
31 use KNN with n-fold cross-validation to calculate the classification accuracy of the ranked feature

subsets for the test set;
32 return the order of feature subsets and classification accuracies;

33 end
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the algorithms starts. Secondly, every feature is used
for classification in the training set individually and
its classification accuracy is calculated by a loop of
n-fold cross-validation on the fixed n folds of training
data (from Line 4 to Line 7 in Algorithm 1). Thirdly,
the features are ranked according to the classification
accuracies they achieve. Finally, based on the order
of the ranked features, successive numbers of the top-
ranked features are selected for classification to show
the utility of single feature ranking in feature selec-
tion and the classification accuracy is calculated by
KNN with n-fold cross-validation on the fixed n folds
of the test data (from Line 9 to Line 12 in Algorithm
1).

The proposed algorithm is simple and easy to im-
plement (around 20 lines of code). In each dataset,
the aim is to determine the number of successive top-
ranked features that can achieve classification accu-
racy close to or even better than the classifier with all
features.

4 BPSO Based Feature Subset Ranking

The top-ranked feature set resulting from the sin-
gle feature ranking algorithm might contain poten-
tial redundancy. For example, the combination of the
two top-ranked features might not perform as well
as the combination of one top-ranked feature and
a low-ranked feature if the two top-ranked features
are highly dependent (redundant). To overcome this
problem, we propose a feature subset ranking algo-
rithm based on BPSO. Different feature subsets are
evolved and ranked according to the classification ac-
curacy on the training set.

Algorithm 2 shows the pseudo-code of BPSO for
feature subset ranking. In this approach, each dataset
is firstly divided into two sets: a training set and
a test set. KNN with n-fold cross-validation is em-
ployed to evaluate the classification accuracy (Kohavi
& John 1997) in both of the training set and the test
set, which are divided into n folds, respectively. If
a dataset includes D features, D feature subsets will
be evolved and ranked. The feature subsets search
process starts from finding the best subset including
1 feature and ends with the feature subset with D
features. The dth feature subset includes d features,
where d is a positive integer from 1 to D. There are
many combinations for a feature subset with a partic-
ular number of features, and we use the dth feature
subset to represent the best combination with d fea-
tures in this method.

The process of selecting a certain feature subset
is one step in this approach. For a dataset includ-
ing D features, D feature subsets will be evolved and
D steps are needed. Each step can be regarded as a
process of using BPSO to select a certain number of
the most relevant features (from Line 8 to Line 26 in
Algorithm 2). The dth step is actually the process
of using BPSO to search for the d most relevant fea-
tures and the fitness function of BPSO is to maximise

Table 1: Datasets

Dataset Number of Number of Number of
features classes instances

Vowel 10 11 990
Wine 13 3 178
Australian 14 2 690
Zoo 17 7 101
Vehicle 18 4 846
German 24 2 1000
WBCD 30 2 569
Sonar 60 2 208

the classification accuracy. During the search process
of BPSO, if a particle selects more than d features,
a deletion strategy is employed to randomly exclude
some features to reduce the number of features to d.
On the other hand, if the number of selected features
is smaller than d, an addition strategy is applied to
randomly include some features to increase the num-
ber of the selected features to d.

During the search process, when searching for the
dth feature subset, half of the population in BPSO is
initialised with the (d− 1)th feature subset achieved
in the (d−1)th step. This is due to the expection that
some of the features in the (d−1)th subset are useful
and should be retained in the dth subset. Meanwhile,
each particle in the other half of the population is
initialised with a feature subset that randomly selects
d features to ensure the diversity of the swarm.

All the evolved feature subsets are ranked accord-
ing to the classification accuracy on the training set
and then their classification performance are evalu-
ated by KNN with n-fold cross-validation on the test
set. In each dataset, the aim is to determine the num-
ber of top-ranked feature subsets that can can achieve
classification accuracy close to or even better than the
classifier with all features.

5 Experimental Design

5.1 Datasets and Parameter Settings

Eight datasets chosen from the UCI machine learn-
ing repository (Frank & Asuncion 2010) are used in
the experiments, which are shown in Table 1. The
eight datasets were selected to have different num-
bers of features, classes and instances as the repre-
sentative samples of the problems that the two pro-
posed approaches could address. For two proposed
approaches, in each dataset, the instances are divided
into two sets: 70% as the training set and 30% as the
test set. Classification accuracy is evaluated by 5NN
with 10-fold cross-validation implemented in Java ma-
chine learning library (Java-ML) (Abeel et al. 2009).
The classification accuracy is determined according
to Equation 5:

Accuracy =
TP + TN

TP + TN + FP + FN
(5)
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where TP, TN, FP and FN stand for true positives,
true negatives, false positives and false negatives, re-
spectively.

The parameters of BPSO are set as follows: in-
ertia weight w = 0.768, acceleration constants c1 =
c2 = 1.49618, maximum velocity vmax = 6.0, popula-
tion size P = 30, maximum iteration T = 100. The
fully connected topology is applied in BPSO. These
values are chosen based on the common settings in
the literature (Van Den Bergh 2002).

For BPSO based feature subset ranking, the exper-
iment has been conducted for 30 independent runs.
The results achieved in different runs are similar to
each other in terms of the classification accuracy of
the evolved feature subsets. Therefore, the results
from a typical run and the best results from 30 inde-
pendent runs are shown in Section 6.

5.2 Benchmark Techniques

Two conventional wrapper feature selection methods,
linear forward selection (LFS) and greedy stepwise
backward selection (GSBS), are used as benchmark
techniques to examine the performance of the two
proposed approaches. They were derived from SFS
and SBS, respectively.

LFS (Gutlein & Frank 2009) is an extension of best
first algorithm. The search direction can be forward,
or floating forward selection (with optional backward
search steps). In LFS, the number of features con-
sidered in each step is restricted so that it does not
exceed a certain user-specified constant. More details
can be seen in the literature (Gutlein & Frank 2009).

Greedy stepwise (Caruana & Freitag 1994), imple-
mented in Waikato Environment for Knowledge Anal-
ysis (Weka) (Witten & Frank 2005), is a steepest as-
cent search. It can move either forward or backward
through the search space. Given that LFS performs
a forward selection, a backward search is chosen in
greedy stepwise to conduct a greedy stepwise back-
ward selection. GSBS begins with all features and
stops when the deletion of any remaining attribute
results in a decrease in evaluation, i.e. the accuracy
of classification.

Weka (Witten & Frank 2005) is used to run the
experiments when using LFS and GSBS for feature
selection. During the feature selection process, 5NN
with 10-fold cross-validation in Weka is employed to
evaluate the classification accuracy. In order to make
fair comparisons, all the feature subsets selected by
LFS, GSBS and two proposed methods are tested by
5NN with 10-fold cross-validation in Java-ML on the
test sets.

When using Weka to run the experiments, all the
settings are kept to the defaults except that backward
search is chosen in the greedy stepwise approach to
perform GSBS for feature selection and 5NN with 10-
fold cross-validation is selected to evaluate the classi-
fication accuracy in both LFS and GSBS.

6 Results

Figure 1 shows the classification accuracy of each fea-
ture achieved by the wrapper based single feature
ranking on the training set. The eight charts corre-
spond to the eight datasets used in the experiments.
In each chart, the horizontal axis shows the feature
index in the corresponding dataset. The vertical axis
shows the classification accuracy.

Figure 2 compares the classification performance
of the two proposed methods, LFS and GSBS on the
test set. Each plot corresponds to one of the eight
datasets. In each plot, the horizontal axis shows the
number of features used for classification and the ver-
tical axis shows the classification accuracy. “SFR” in
the figure stands for the results achieved by the suc-
cessive numbers of top-ranked features in the wrapper
based single feature ranking. For the BPSO based
feature subset ranking, “FSR-Best” shows the best
results in 30 independent runs and “FSR” shows the
results achieved in a typical run. Both LFS and GSBS
produce a unique feature subset, so have a single re-
sult for each test set. The red star denotes the clas-
sification accuracy achieved by LFS and the blue dot
presents the result of GSBS. In addition, the red star
and the blue dot in the plot of Vowel dataset are in the
same position, which means both methods selected
the same number of features and achieved the same
classification accuracy.

6.1 Results of Wrapper Based Single Feature
Ranking

According to Figure 1, classification accuracy
achieved by each feature varies considerably, which
means that they are not equally important for classifi-
cation. In most cases, the difference between the high-
est classification accuracy and the lowest one is more
than 20%, but it varies with the datasets. For ex-
ample, the difference in the WBCD dataset is around
50% while the difference is only about 3% in the Vowel
dataset. This is caused by the different characteristics
in different datasets.

According to the results denoted by “SFR” in Fig-
ure 2, a selection of a small number of top-ranked fea-
tures achieves better results than using all features
in all the datasets. In almost all cases, using more
top-ranked features, not only does not increase the
performance, but actually causes a deterioration, es-
pecially for the Wine and Zoo datasets. The results
suggest that there are interactions between some fea-
tures, so the relevance level of a feature changes in
the presence or absence of some other features.

6.2 Results of BPSO Based Feature Subset
Ranking

According to the results (“FSR” and “FSR-Best” ) in
Figure 2, in all the eight datasets, with many of the
feature subsets evolved by BPSO the classifier can
achieve higher classification accuracy than with all
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Figure 1: Results of single feature ranking

features. In most cases, the feature subset with which
the classifier achieves the best performance contains
a small number of features. For example, in the Aus-
tralian dataset, the second feature subset evolved by
BPSO only includes two features, but achieves the
highest classification accuracy. This suggests that
BPSO can select the relevant features and eliminate
some noisy and irrelevant ones.

6.3 Comparisons Between Two Proposed
Methods

Comparing the two proposed methods for feature se-
lection, leads to the following observations. Firstly,
using all features could not achieve the best perfor-
mance in all the eight datasets. The two proposed
methods could select a relatively small number of fea-
tures with which the classifier could achieve higher
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Figure 2: Comparisons between single feature ranking (SFR), feature subset ranking (FSR), the best results
of FSR in 30 runs, linear forward selection (LFS) and greedy stepwise backward selection (GSBS)
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classification accuracy than with all features. Sec-
ondly, in most cases, combining top-ranked features
could not achieve the best performance because this
combination still has redundancy. Thirdly, feature
subset ranking provides an effective way for feature
selection. Using the same number of features, BPSO
based feature subset ranking can achieve higher clas-
sification accuracy than wrapper based single feature
ranking. This suggests that BPSO could find a subset
of complementary features to improve the classifica-
tion performance.

6.4 Further Analysis

Results in Figure 2 show that in almost all cases, the
feature subset evolved by BPSO is not the combina-
tion of the top-ranked features, but a subset of com-
plementary ones.

Considering the Australian dataset as an example,
as can be seen in Figure 1, the order of the ranked
features is F8, F10, F9, F14, F13, F5, F7, F3, F6, F2,
F11, F12, F1, F4, where Fi denotes the ith feature
in the dataset. The second feature subset evolved by
BPSO includes F8 and F12, which are not the two
top-ranked features (F8 and F10). According to Fig-
ure 2, although with F8 and F10 the classifier can
achieve higher classification accuracy than with all
features, with F8 and F12 it can obtain better results
than with F8 and F10. This suggests that the com-
bination of the two top-ranked features is redundant
while the combination of a top-ranked feature (F8)
and a low-ranked feature (F12) is a subset of com-
plementary features. Meanwhile, the other 11 (from
the 3th to the 13th) feature subsets evolved by BPSO
are also not the combinations of the top-ranked fea-
tures. These results suggest that the BPSO based
subset ranking algorithm has great potential to avoid
redundant and/or noisy features and reduce the di-
mensionality of the classifier.

6.5 Comparisons Between Proposed Meth-
ods and Benchmark Techniques

The red star and blue dot in Figure 2 show that the
number of features selected by LFS is smaller than
that of GSBS, but the classification accuracy achieved
by LFS is close to or better than that of GSBS in
most cases. This suggests that LFS starting with an
empty feature subset is more likely to obtain some op-
timality of the small feature subsets than backward
selection methods, but does not guarantee finding the
larger feature subsets. GSBS starts with all features
and a feature is removed only when its removal can
improve the classification performance. The redun-
dant features that do not influence the classification
accuracy will not be removed. Therefore, the feature
subset selected by GSBS is usually larger than the
feature subset selected by LFS because of the redun-
dant features.

Comparing the proposed wrapper based single fea-
ture ranking with the two conventional techniques, it

can be observed that using the same number of fea-
tures, LFS and GSBS could achieve higher classifi-
cation accuracy than single feature ranking in most
cases. This suggests that the combination of top-
ranked features could not achieve the best perfor-
mance because it contains redundancy or noise. How-
ever, in most cases, combing a relatively small number
of top-ranked features could obtain higher accuracy
than LFS and GSBS. The reseason might be that the
feature subsets selected by LFS and GSBS still have
redundancy.

Figure 2 shows that BPSO based feature subset
ranking outperforms LFS and GSBS. In seven of the
eight datasets, feature subsets obtained by feature
subset ranking can achieve higher classification accu-
racy than the subsets obtained by LFS and GSBS (in
the eighth one, the Vowel dataset, the results are al-
most the same). This suggests that BPSO could find
subsets of complementary features that could achieve
better classification performance than other combina-
tions of features.

7 Conclusions

The goal of this paper was to investigate a feature
subset ranking approach to feature selection for clas-
sification. This goal was successfully achieved by de-
veloping two new wrapper based algorithms, namely
a single feature ranking algorithm and a BPSO based
feature subset ranking algorithm. The two algorithms
were examined and compared with the corresponding
method using all features, LFS and GSBS on eight
problems of varying difficulty.

The results suggest that both methods can sub-
stantially improve the classification performance over
the same classifier using all features. In almost all
cases, the two proposed approaches could achieve
higher classification accuracy whilst using fewer fea-
tures than LFS and GSBS. The BPSO based feature
subset ranking algorithm outperforms the simple sin-
gle feature ranking algorithm on all the datasets re-
garding the classification performance. The results
also show that on all the eight problems investigated
here, it was always possible to find a subset with a
small number of features that can achieve substan-
tially better performance than using all features.

The proposed BPSO based algorithm has one lim-
itation, that is, the evolutionary training time is rel-
atively long. While this is usually not a problem as
many situations allow offline training (as the test time
is shorter using a subset of features than using all fea-
tures), it might not be suitable for online (real-time)
applications. We will investigate efficient feature sub-
set ranking methods for effectively selecting good fea-
tures in the future.
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